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FOREWORD 

The seventh Annual Report of this section should convey an idea of 

the continuing and vigorous progress of our scientific endeavors. The 

Section's act ivi t ies belong to three general scientific areas —elec t ron col 

l is ions with molecules, photoabsorption and i ts consequences, such as photo-

electron emission, and pertinent theories . 

The central programmatic goal of the ac t iv i t ies , supported by DOE-

DBER, is twofold. First, we generate cross-sect ion data for electron and 

photon interactions required for detailed analyses of radiation actions on 

matter, including biological subs tances . The need for such analyses ar ises 

in the evaluation of health effects of nuclear fission and fusion technologies . 

Second, we study chemical physics of atmospheric-pollutant and related 

molecules, so as to provide some of the bas ic spectroscopic information 

needed for modeling atmospheric chemistry. The motivation here is to con

tribute to the evaluation of environmental effects of non-nuclear energy t e c h 

nologies. 

The bas ic nature of our expertise implies the possibil i ty of i ts appl i 

cation to a wide variety of problems in energy generation technologies as wel l . 

A case in point i s theoretical study on spectral and collision properties of 

atomic ions , now supported by DOE-DMFE and DBFS (see papers 33—41). 

Another program for studying electron collisions with molecules of MHD 

interest has been init iated. 

The art icles in the present volume are loosely grouped and arranged 

according to subjects t reated. Papers 1-6 chiefly concern osci l la tor-s trength 

distributions; papers 7—17, photoionization, photoelectrons, and photofrag-

mentation; papers 18—32, electron-molecule collisions and secondary electrons; 

papers 1 3 - 5 2 , theoretical atomic and radiation physics; and finally papers 

53—54, reviews of physical problems in radiation research . 

One of the notable accomplishments was the initiation of the photo-

electron spectroscopy of molecular clusters (discussed in papers 8—11). This 

technique is highly promising for studying electronic structure of molecular 

c lusters in much greater detail than ever before. Apart from bas ic scientif ic 



novelty, this development has significant programmatic importance insomuch 

as many of the chemical reactions of atmospheric pollutants occur in cluster 

phases . 

One of our strengths Is close contact with numerous other research 

groups in the world, as indicated by the papers in the present volume jointly 

authored with our friends. We take this opportunity to thank, collect ively, all 

of our collaborators, too many to be listed individually. Furthermore, we have 

participated in a number of international ac t iv i t i es . They include organizational 

work for the International Conference on the Physics of Electonic and Atomic 

Collisions (Paris 1977 and Kyoto 1979), the report committee work for the 

International Commission on Radiation Units and Measurements (see paper 53), 

as well as the editorial and other functions of the Radiation Research Society. 

The Workshop on Computational Methods for Atomic and Molecular Wavefunctions, 

organized by Y.-K. Kim in August 1977, was highly successful . 

i l 
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ELECTRON ENERGY-LOSS SPECTROSCOPY OF ATMOSPHERIC CONSTITUENTS 
AND POLLUTANTS* 

t 
Russell H. Huebner 

Electron-scattering experiments have become a major tool in e luc idat 

ing the energy-absorbing properties of atoms and molecules. It is possible to 
1—3 

relate energy-loss intensi t ies measured for small-angle scattering to the 

oscil lator strength of the corresponding optically-induced transit ion. Thus, 

electron energy-loss spectra, properly corrected for the finite amount of 
4 ,5 

momentum transferred in an electron-scattering experiment, can provide a 

data base for models of energy transfer between atmospheric consti tuents and 

pollutants . 

Apparent oscil lator-strength distributions for a number of atmospheric 

molecules ( e . g . , O , N O , H O , CH ) have been obtained by the small-angle 
6—8 z I I 4 

method. Comparisons of the electron impact derived values show good 

agreement (±15%) with optical values generally considered rel iable . These 

studies have been broadened to include pollutant vapors of common solvents 

and combustible liquids and aerosol propellants. The latter , namely the 

chlorofluoromethanes, are recognized as environmental pollutants capable of 

destroying stratospheric ozone by a photochemically-induced sequence of 

react ions . Our studies detected errors in earlier optical resul ts by factors as 
9 

large as two to four for the two molecules of greatest concern in this regard. 

Of a more fundamental nature, however, is the growing need for reliable 

oscil lator-strength values for comparison with quantum chemical ca lcula t ions . 

The higher theoretical accuracies now feasible for some of the simple diatomic, 

triatomic, and polyatomic molecules are beginning to make comparisons of both 

Abstract of an invited paper presented at the NATO Advanced Study Institute 
on Spectroscopy and Kinetics of Atmospheric Const i tuents , Arabba/Dolomiti, 
I taly, March 1 3 - 2 6 , 1977. 

Since June 1977, Program Coordinator, Biomedical and Environmental Research 
Programs, Office of the Director, ANL. 



transition energies and oscillator strengths with experimental values meaningful. 

For many molecules, reliable oscil lator-strength densi t ies are still not 

available, particularly in spectral regions approaching and extending beyond 

the first ionization potential . Electron energy-loss measurements provide an 

important way of studying this spectral region. 
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PERFORMANCE OF THE ELECTRON ENERGY-LOSS SPECTROMETER 

* t 
H. Tanaka and R. H. Huebner 

Performance characteris t ics of the electron energy-loss spectrometer 
incorporating a new high-resolution hemispherical monochromator are reported. 
The apparatus achieved an energy-resolution of 25 meV in the e las t ic scattering 
mode, and angular distributions of e las t ical ly scattered electrons were in 
excellent agreement with previous workers. Preliminary energy-loss spectra 
for several atmospheric gases demonstrate the excellent versati l i ty and stable 
operation of the improved system. 

The Electron Energy-Loss Spectrometer (EELS) has been modified with 

the design and construction of a high-resolution electron monochromator. 

Design detai ls of the new hemispherical monochromator were reported p re -
1 2 

vlously. This and other improvements have significantly increased the per

formance and flexibility of the EELS system and have particularly enhanced i ts 

usefulness for studying atmospheric gases and pollutant vapors . 

Tests of the operating characteristics of the modified EELS were begun 

early in 1977. Energy resolution was the first characterist ic studied. For this 

the resonance scattering mode was selected because it could give a good 

measure of the effectiveness of the new monochromator. In this mode, both 

the monochromator and analyzer are tuned to the same energy, and then the 

energies of both are scanned together. With the monochromator and analyzer 

set for a scattering angle of 35 degrees only elast ical ly scattered electrons 

are detected. Figure 1 shows the well-known helium resonance at 19.3 eV 

observed in this manner. A resolution of 25 meV can be estimated from the 

observed sharpness of the rise between intensity minimum and maximum 

across the resonance, which is almost entirely due to the resolution of the 

monochromator. 

* 
Postdoctoral Appointee from Sophia University, Tokyo. 

Now Program Coordinator for Biomedical and Environmental Research in the 
Office of the Director, ANL. 



Operation in the resonance scattering mode at lower Impact energies 

was also tes ted . The low-energy resonance in N is shown in Figure 2. Clear 

evidence of the vibrational structure is observed in this spectrum for a sca t te r 

ing angle of 35° . The positions of the maxima and the overall shape of this 
3 

resonant feature are in excellent accord with previous measurements. Data 

accumulation time over the 4 eV range of this spectral feature was l e s s than 

two minutes. 

I I I I I I I I I I I I I I I ' ' ' I I ' I ' ' I ' ' ' ' 

_2 
>-
to 

rt>'. 

'^< 
T'.' f. 

V : 

AV •25meV 

' I I I I ' I ' ' I ' r I I I I , , , 

18.5 19.0 19.5 20.0 
INCIDENT ENERGY (eV) 

' I M I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I r I I I I I I I 

>-

to 

"•• i-? 

0 I 2 3 4 5 6 7 •• 
•v-

\ 

' ' " I I ' " ' I ' I I I I I I r I I I I I I I , , , , I . , , . I , . . . I . I 

' 0 2.0 3.0 4.0 50 
ELECTRON ENERGY (eV) 

FIG. 1,--The (Is2s2)2s resonance in 
helium at a 35° angle of observation. 
The energy width of 25 meV between 
minimum and maximum is a measure of 
the instrumental resolution due to the 
extreme sharpness of this resonance 
feature. 
(ANL Neg. 149-78-92) 

FIG. 2.—Energy dependence of the 
e las t ic scattering of electrons a t 35° 
in the region of the ^jj negative 
ion state of N2 • Indicated posit ions 
of the vibrational structure 
( v = 0 ^ v ' = 0 , l , 2 , . . . ) were taken 
from observations reported in Rgj 3 
(ANL Neg. 149-78-91) " ' 



Tests were a lso made of the ability of the EELS to measure angular 

2 

distributions of scattered electrons. As reported previously, extensive modi

fications of the magnetic shielding and redesign of the collision region were 

made to Improve the EELS measurements of angular distributions. Figures 3 , 

4, and 5 show angular distributions measured for electrons e las t ical ly s ca t 

tered from argon at incident energies of 20, 50, and 100 eV and compare the 
4 

data with the measurements of Williams and V^ll is . The energy resolution of 
the Incident beam was maintained at 56 meV FWHM throughout these measure-

-9 
ments. Nominally, the incident beam current was 10 ampere with an estimated 

-3 
pressure of 10 torr in the molecular beam. The EELS data were arbitrarily 

4 
adjusted to the cross-sect ion value at a point between 20 and 40 degrees . 

No other correction was applied. The close agreement in shapes of the three 

angular distributions demonstrated the excellent control of stray magnetic and 

electric fields provided by the present design. Examination of the sharp 

minimum observed at 66° in Figure 4 indicates that the EELS angular resolution 

is somewhat greater than 3° compared with 1.5° obtained by Williams and 

Wil l is . 

Preliminary electron energy-loss measurements have also been conducted 

for a variety of gases and operating conditions. Spectra for helium, argon, 

nitrogen, and sulfur hexafluorlde were obtained and recorded in digital form, 

and these data are being processed. Typical system energy resolutions of 

50 to 100 meV have been achieved for incident electron energies from to 20 

to 300 eV and a variety of scattering angles . 

For oscil lator-strength determinations by the small-angle method, 

energy-loss spectra must be obtained for zero-angle scat ter ing. Figure 6 

shows a typical energy-loss spectrum for argon obtained at a scattering angle 

of 0 ° . In this spectrum, the scattering intensity ( i . e . , total counts per 

channel) is plotted v s . the channel number, which is proportional to the amount 

of energy los t . The incident energy for this spectrum was 200 eV, and the 

energy-loss range extends from 10 to 50 eV. A portion of the spectrum cor

responding to the ionization continuum region between channel numbers 400 

and 500 was examined in more de ta i l . Figure 7 shows the energy- loss spectrum 



FIG. 3.—Comparison of the angular 
distribution of 20 eV incident electrons 
e las t ica l ly scattered from argon. 
Our results (+) were adjusted to match 
the measurements (solid line) of Ref. 
4 . 
(ANL Neg. 149-78-88) 
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FIG. 4.—Comparison of the angular 
distribution of 50 eV incident electrons 
elast ically scattered from argon. 
(See Figure 3). 
(ANL Neg. 149-78-87) 
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SCATTERING ANGLE (degrees) 

FIG. 5. —Comparison of the angular 
distribution of 100 eV incident electrons 
e las t ica l ly scattered from argon . 
(See Figure 3). 
(ANL Neg. 149-78-94) 
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FIG. 6,—The electron energy loss spectrum of argon for 200 eV incident 
electrons observed at 0°, (ANL Neg. 149-78-89) 
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PIG. 7. The autoionization resonances in argon. These measurements were 
obtained for 200 eV incident electrons and a 0° scattering angle. For better 
display the true zero-in tens ity level is suppressed, and the data have been 
smoothed three times by a three-point averaging routine. (ANL Neg. 149-78-90 



of argon in the region from 23 to 33 eV. Here the channel numbers have been 

converted to the appropriate energy loss s ca l e . The number of electrons 

scattered at 0° from the 200 eV incident beam were accumulated during 1000 

sweeps of the spectrum alternately for Increasing and decreasing energy l o s s . 

The dwell time per channel per sweep was 50 ms with a total spectrum accumu

lation time of approximately 7.5 hr. The voltage increment per channel was 

9.33 mV between voltage sweep end points of 23.60 and 32.59 V as measured 

with a digital voltmeter. No other adjustment of the energy loss scale was 

found necessary. 

The sharp maxima and minima observed in Figure 7 correspond to the 
fii fi 1 

3s3p np( P) and 3s3p nd( D) autoionization states in argon. The positions 
I 

of the sharp minima of the P autoionization series are in excellent agreement 
with the photoabsorption measurements of Madden et a l . A collection of 

c -I r\ 

previous observations of the resonance structures are compared with the 
fi 1 

present results in Table 1. Only the 3s3p np( P) resonances are observed 

in the photoabsorption measurements. The optically forbidden excitation 

of the D s ta tes , however, have been detected by electron impact techniques: 

electron transmission, energy los s , and ejected-electron spect ra . 
10 11 

Calculations ' based on empirical data are also given for comparison. 

Our results are in excellent agreement with both experimental and calculated 

values and provide a more extensive observation of the higher-lying resonance 

structures. 

In summary, performance of the modified EELS system has been 

demonstrated in three modes of operation for a broad range of operating 

conditions. Preliminary new results have been obtained, and future research 

with the EELS system looks quite promising. 



TABLE 1. Comparison of Observed Autoionization Resonance Positions In Argon 

U3 

Autoionization state 
designation 

4p (^P) 

3d(^D) 

5p (S) 

4d (^D) 

6p (^P) 

5d (^D) 

7p (V) 

6d (^D) 

8p (^P) 

7d (^D) 

9p(^P) 

8d (^D) 

Fea tu re 

minimum 

maximum 

minimum 

maximum 

minimum 

maximum 

minimum 

maximum 

minimum 

maximum 

maximum 

maximum 

Ref. 5 

26 .614 

— 

27 .996 

— 

28 .509 

— 

28 .76 

— 

28 .89 

— 

2 8 . 9 8 

— 

Ref. 6 

26 .60 

2 7 . 6 1 

— 

— 

— 

— 

— 

— 

— 

— 

— 

— 

Obs 
Ref. 7 

26 ,72 

27 .55 

2 8 . 1 

— 

— 

— 

— 

— 

— 

— 

— 

— 

erved Resonance Pos i t i on , eV 
Ref. 8 Ref. 9 Ref. 10 

26 ,62 

2 7 . 5 1 

27 ,977 

28 .27 

2 8 . 5 1 

28 .62 

2 8 . 7 5 

2 8 . 8 5 

28 .89 

— 

— 

— 

2 6 , 6 3 

2 7 , 4 8 

28 .02 

28 ,29 

2 8 . 5 0 

28 ,70 

— 

— 

— 

— 

— 

— 

— 

(27.57) 

— 

(28.30) 

— 

(28.64) 

— 

(28,83) 

— 

(28.94) 

— 

(29.01) 

Ref. 1 1 ^ 

26 .62 

2 7 , 4 8 

27 .99 

2 8 . 2 4 

28 .49 

28 .59 

2 8 , 7 1 

(28.79) 

(28.86) 

(28,91) 

(28,96) 

(28.99) 

P re sen t 
r e s u l t s 

2 6 . 6 2 

27 ,49 

2 8 . 0 0 

2 8 , 2 6 

2 8 , 5 1 

2 8 , 6 5 

2 8 , 7 5 

2 8 , 8 3 

28 .89 

2 8 . 9 4 

2 8 . 9 7 

2 9 , 0 1 

V a l u e s shown in parentheses are calculated values. 
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APPARENT OSCILLATOR STRENGTHS FOR MERCURY VAPOR 

R. H. Huebner, R. J. Celotta, and S. R. Mielczarek 

Apparent oscil lator strengths for mercury vapor from electron energy-
loss measurements by the small-angle method. 

Energy-loss measurements for mercury show many interesting exc i ta 

tion phenomena commonly occurring in complex atomic sys tems. This system 
1-4 

has been studied extensively by Lassettre and co-workers. We have 

obtained energy-loss spectra for mercury vapor for zero-angle scattering of 

100 eV incident e lect rons . These data were analyzed to yield the apparent 

oscil lator strength distribution shown in Figure 1. The analysis was carried 

10' 

Ĵ̂ A . . A - ' ' ^ ' ^ - * ^ 

5d^np'('Di) 

7 SQ 8 SQ 

- 5 1 I I , I , I , I , I u_ _/ 1 L 

10 12 14 
ENERGY LOSS (eV) 

J , 1 , I . I I I . I . 

16 18 20 

FIG. 1,—Apparent osci l lator-strength distribution for mercury vapor derived 
from 100 eV incident electrons inelast ical ly scattered within 20 milliradians 
of the incident direction. The spectrum was normalized to yield an integrated 
f value of 1.11 for the 6lPi — 6^So transition (Ref. 2). 
(ANL Neg, 149-78-93) 

t Now Program Coordinator, Biomedical and Environmental Research,Programs, 
Office of the Director, ANL. 
National Bureau of Standards, Washington, D . C . 
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out using the small-angle method described in detail e lsewhere. The spectra 
1 1 

were normalized to yield an f value of 1.11 for the Intense 6 P -^ 6 SQ 

transition observed at 6,71 eV. 

The energy resolution of this spectrum is 29 meV FWHM as is apparent 
3 1 

in the very narrow widths of the transitions to the 6 P (4,89 eV) and 6 P 
(6.71 eV) s t a t e s . Singlet-triplet transitions are fairly intense in the mercury 

1 
spectrum, even at higher impact energies, owing to a breakdown of the AS = 0 
selection rule through strong spin-orbit mixing in this heavy atom. However, 
the rigorous J = 0 — J = 0 selection rule is also violated under electron impact, 

1 1 

as can be seen by the occurrence of the 7 S^ *- 6 S- transition in the spectrum 

at 7,926 eV. The variation of this transition with incident energy and scat ter

ing angle will be discussed later . 

The lowest ionization potential of mercury is 10.42 eV. As can readily 
1 1 

be seen in Figure 1, the energy loss peaks at 9.91 eV (9 P ) , 10,06 eV (10 P ) . 
1 1 1 

10.16 eV (11 P ) , 10.22 eV (12 P ), and 10.27 eV (13 P ) belong to a Rydberg 
series converging smoothly to this ionization potential . Earlier members of 

1 1 

the n P., *-6 S^ series occur at 6 .70, 8.84, and 9.48 eV, corresponding to 

n = 6 , 7, and 8. This series exhibits an anomaly in intensity and energy spacing 

between the n= 8 and 9 members. For an unperturbed se r i e s , the energies of 

the Rydberg s ta tes , E , are given by the well-known Rydberg formula 
E = T - — 

n , ,2 ' 
( n - 6 ) 

where R is the Rydberg energy (13.606 eV), I is the ionization limit, 6 is the 

quantum defect, and n is an integer. The transition intensi t ies are expected^ 
_3 

to decrease approximately as n . However, for the mercury spectrum, the 

intensity 8 P^ " -6 S transition is abnormally small, while the 9^P *-6^S 
1 1 1 0 

Intensity is nearly equal to that of the 7 P. ^ 6 S transit ion. Also, the energy 
1 1 1 0 

spacing between 8 P and 9 P differs markedly from that expected from the 
1 

Rydberg formula. Both of these deviations are evidence of the opening of a 

new channel of excitation in the region between 8 and 9 eV. Shenstone and 

Russell first explained such perturbation as being due to configuration 
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TABLE 1. Apparent Oscillator Strengths for Mercury Vapor 

CO 

Excited state 
designation 

^ \ 

. \ 

o\ 
. \ 

6p' V^ 

9 ^ 

10 ^P^ 

6p' ^Pj 

6 p ' ^ D ^ 

7P' V j 

Observed peak 
energy, eV 

4.89 

6.71 

7 .93 

8.85 

9.23 

9,55 

9 .78 

9.92 

10,06 

11.01 

11.61 

13.13 

Os cil ia 

Present work 

0, 

0,022 

1.110^ 

0.0085 

0.0673 

0.0026 

0.0282 

0.202 

0.104 

0.0270 

0 .684^ 

, 0 2 8 - 0 . 0 3 8 ^ 

0 .0711^ 

tor str 

Ref, 

ength detei 

1 (T=300 

0 .035^ 

1,11 

0,00377 

0.046 

— 

0.0198 

0.226 

0.108 

0.0273 

0 .72^ 

0.075 

0 .082^ 

rminec 

eV) 

i by electron impact 

Refs. 2 and 3 (extrapolation) 

0.0285 ± 0.0043 

1.11 ± 0.010 

0.704 ± 0.070 

0.067 ± 0.009 

a. Corrected for contributions from underlying continuum and other transitions as discussed In Ref. 3 

b . Present results normalized to this value. 



interaction between series members and a foreign term of the same parity and 
10 

J value. For mercury, the perturbing term in the 5d 6s. np sertes is the 

6p'-^P (5d^6s 6p) state at 9.77 eV. 

Just above the ionization potential of mercury the energy-loss spectrum 

shows a broad smooth maximum at about 11 eV superimposed on the Ionization 
3 1 

continuum. This was first assigned to the 6p' P^ ^ 6 S^ transition by an 
7 

analysis of optical data by Beutler, The extreme broadness of this s tate is 

indicative of a very short lifetime due to a strong interaction between this 

discrete level and the ionization continuum, i . e . , the excited state decays 

spontaneously into the available ionization channel. Coupling between the 

discrete state and the continuum states of the same energy i s a form of con

figuration interaction and in general is governed by the same select ive rules 

that apply to the mixing of discrete s t a t e s . 

A comparison of the integrated oscillator strengths for transitions ob -
1-4 

served below 200 V with values determined by Lassettre and co-workers 

is given in Table 1. Consistent results are obtained for all allowed transit ions. 

However, our f values for optically forbidden transitions to the 7 S_ and 8 S_ 

states are nonzero. This can be understood by taking into account the finite 

values of momentum transfer (Ka ) actually included by the apparatus . Previous 

measurements of the generalized oscillator strength (GOS) for these transitions 
2 -1 

exhibit a maximum at small momentum transfer [(Ka ) =i 10 ] followed by a 
sharp decline to the optical limit of zero. Under the conditions of our measure-

2 
ment the values of momentum transfer included correspond to about (Ka^) = 

-2 ° 
10 in the region of sharp decline. Thus the small-angle method yields 

apparent f values for these optically forbidden t ransi t ions . The values we 

have determined actually correspond to a "mean" GOS value appropriate to 

the range of momentum transfer included by the apparatus. 
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THE OSCILLATOR-STRENGTH DISTRIBUTION OF WATER. A COMPARISON OF 
NEW PHOTOABSORPTION AND ELECTRON ENERGY-LOSS MEASUREMENTS* 

J. C. Person, R. H. Huebner, R. j . Celotta, and S. R. Mielczarek 

New measurements of the electron energy-loss (EEL) spectrum of 

water have been made using electrons with an incident energy of T= 100 eV, 

and the data have been converted into values of the differential osci l la tor 

strength df/dE. These relative df/dE values are compared with photoabsorption 

data, including new measurements for excitation energies E from 13 to 21 eV. 

The EEL spectra were measured using the NBS model AN-1 electron-
1 2 

impact spectrometer ' with an energy resolution of 25 meV (FWHM) for 

incident electrons scattered within 0.02 radians of the incident direction. The 

data were corrected for dead time in the counting circuitry, and repeated scans 

were averaged to remove effects due to pressure and electron-beam fluctuations. 

Conversion of the EEL spectrum into df/dE values requires a correction 

for e, the acceptance angle of the apparatus, and if F ' , the derivation of df/dE 

with respect to the square of the momentum transfer, is known, one can 

improve the data conversion procedure previously used by including a 
J 4 , 5 

second term to give 

df/dE oc I [TEeVlnd +X)] (1 +A)"^ , (1) 

where X = 4 T e ^ ( l - E / T ) / E ^ A= ( E V 4 R T ) [X/ln(l+X)] [F'/(df/dE)J ( 1 - E / T ) " ^ . 

I is the intensity in the EEL spectrum, and R= 13.6 eV. In order to make a 

realistic estimate of the magnitude of the (1 +A)"^ correction term, we have 

used F'/(df/dE) values reported by Backx et a l . ^ on methane, which is i s o -

electronic with water. The (1 +A)"^ factor is shown in the upper portion of 

Figure 1, This factor is a correction to the earlier procedure, but the variation 

of this factor over a range of only 10% suggests that neglecting this term does 

Summary of a paper presented at the Xth Int. Conf, on the Physics of 
Electronic and Atomic Coll is ions, Paris, July 1977. 

National Bureau of Standards, Washington, D . C . 20234. 
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FIG. 1.--(Upper) The correction factor in Eq. 1. (Lower) The oscil lator 
strength distribution. 

not seriously alter the resu l t s . 
7 

The photon data were measured using the ANL double-ion chamber and 

a calibrated Baratron pressure meter; a small correction was made for the 

effects of scattered light. The new results are in good agreement with those 
g 

reported by Katayama, et a l . , and they are shown on Figure 1 as a dashed 
9 

line for E = 13 to 20 eV. Photon data from Watanabe and Zelikoff are shown 

as a dashed line for E = 6 . 7 to 11.6 eV. The solid line represents the EEL 

data converted using Eq. 1 after normalization to the new photon resul ts at 

14,2 eV. The EEL data agree with the photon data within ± 12% over the wide 

energy range shown with excellent agreement from 8 to 11 eV; additional 

experiments to t es t the effects of increasing T are in progress . 
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ABSORPTION CROSS SECTIONS AT HIGH ENERGIES. NEOPENTANE FROM 10 TO 
21 eVAND ETHANE FROM 22 TO 54 eV* 

James C, Person and Paul P, Nicfole 

As part of a program to determine accurate oscil lator-strength distr ibu

t ions , we are measuring absorption cross sections cr over a wide range of photon 

energy E, Here we report cr values for ethane from 22,2 to 53.7 eV, together 

with a values for 2,2-dimethyl propane (neopentane) from 10.4 to 21,1 eV, 

and we also d iscuss our method of correcting for scattered l ight. 

The absorption cross sections for neopentane are shown in Figure 1. 
1 

The relative values reported by Koch et a l . do not agree very wel l . Figure 2 

is an enlargement of the 15 to 18 eV region, showing the Rydberg series for 

the ionization of the 2a electron. We find the limit to be 17.64 ± 0,01 eV, 
1 2 1 

compared with earlier values of 17.60 eV and 17.68 eV, Each Rydberg level 
shows three to six members of a vibrational progression with a spacing of 0,17 

1 2 
eV, which is assigned ' to the totally symmetric C-H bending mode; the 

members of this series for the n= 3 to 9 Rydberg levels are shown as t icks on 

Figure 2. We have fit the Beutler-Fano line profiles using the parameterization 
3 

of Shore, and the dashed lines that show the fit of four levels from 15,2 to 

15,7 eV and the fit of six levels from 16.35 to 17.02 eV fit the data so well 

that they are almost indistinguishable in Figure 2. These fits indicate au to-
14 -1 13 -1 

ionization rates around 10 sec for n = 3 and 3 to 5 x 10 sec for 
n = 4 and 5. 

The a values for ethane, shown in Figure 3 , show a lack of significant 
4 

structure from 22 to 50 eV. The values reported by Lee et a l . agree within 

±10% from 23 to 44 eV, but their values are 12% lower around 22 eV and 17% 

higher near 54 eV, as shown by the dashed line in Figure 3 . However, the 

values reported by Koch and Skibowski for E < 35 eV are 8 to 35% lower, as 

Summary of a paper presented at the Vth International Conference on Vacuum-
Ultraviolet Radiation Physics , Montpelller, France, September 5 - 9 , 1977, 
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shown by the solid curve. The two values reported by Schoen are 3 and 9% 

lower than ours . 

We used a double ion chamber to determine a from the ratio of the ion 

currents, 1 and i , in the front and rear ion chambers. The ethane data were 
r K 

taken using a low-pressure spark in argon as a light source, and Figure 4a 

shows the photon flux. We made a preliminary correction for scattered light by 

measuring the ion currents, a and b , produced with the monochromator set at 

an energy above the emission limit of the lamp. We allowed for the variation 

in the scattered light as E is changed by introducing a parameter c so that cr i s 

determined from the corrected ion current ratio (i — a - c ) / ( i — b), The c 
F R 

parameter is adjusted at emission peaks by a leas t -squares fitting procedure 

that minimizes the variation in a as the light intensity changes. Figure 4b 

shows the a, b , and c correction for three different experiments with e thane. 

As Figure 4 shows, the values of a, b , and c are small in comparison with the 

total photon flux for most of the emission peaks at energies below 44 eV. I ' ' ' I ' I ' I 

O 2 

H I r I I I I I I I I I 

•'(W 

FIG, 4 . — a . Photon flux for 
ethane experiments; b , correction 
factors for scattered light for 
three experiments in e thane . 

a; b; c . 
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THE OSCILLATOR-STRENGTH DISTRIBUTION OF NEOPENTANE FROM 10.4 TO 
21.1 eV 

James C. Person, David Fowler,* and Paul P. Nicole 

Experimental data on the oscil lator-strength distribution of 2 , 2 - d i 
methyl propane (neopentane) are tabulated for energies from 10.44 to 21.13 
eV. 

In this report we tabulate our experimental results on the osci l la tor-

strength distribution of 2,2-dimethyl propane (neopentane). We have measured 

the absorption cross sect ion, a, using monochromatic light to define the 

excitation energy E. Figures Illustrating a v s . E are given elsewhere, along 
1 2 

with details of the measurement. ' We have converted the cr values into 

values of the differential oscillator strength, df/dE, using df/dE = 0,0091116 
—18 2 —1 

a, for a in Mb (1 Mb= 10 cm ) and df/dE in units of (eV) 

The cross sections were measured using a double ion chamber and 

electrometers . The gas pressure was measured using an MKS Baratron Type 
1 

77H-1 capacitive manometer that we calibrated with an oil manometer. The 

Baratron calibration by MKS Instruments gave pressure readings 0.7% greater 

than our calibration. We used our calibration and assume the uncertainty in 

the gas density measurement to be about 1%. The uncertainty in the ion-

chamber length is a lso about 1%, and the uncertainty in df/dE as a result of 

the electrometer calibration is estimated to be 1 to 2%. We did not recognize 

any effects a s being produced by impurity absorption, and we believe impurities 

contributed l e s s than 1% of the absorption. Small corrections were made for 

scattered l ight, and we estimate the uncertainty in this correction to contribute 

1 to 3% uncertainty in df/dE. The precision of the data is about 0.2 to 0.4%, 

so that the overall accuracy of the data should be better than 5 to 8%. 

The monochromator bandpass for E < 13.2 eV was 0.045 nm (ca. 0.005 

eV), and it was 0.09 nm (ca. 0.02 eV) for higher energies . The data given in 

Table 1 represent averages of three energies centered about the energy reported. 
4c 

Undergraduate Research Participant from Macalester College, St. Paul, 
Minnesota 55101. 
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TABLE 1, The Oscillator-Strength Distribution of Neopentane 

E,eV df /dE,1 /eV E,eV d f /dE ,1 /eV E,eV d f / d E , 1 / e V E,eV d f / d E , 1 / e V 

10.437 0.680 11.020 0.649 11.378 0.650 11.766 0 .661 
10.496 0.668 11.026 0.647 11.385 0.648 11.777 0 .668 
10.504 0.691 11.032 0.648 11 .391 0 .654 11.783 0 .676 
10.537 0.691 11.038 0.638 11.397 0 .651 11.790 0 .665 
10,543 0.703 11.046 0.646 11.404 0.653 11.797 0 .677 
10.549 0.682 11.053 0.639 11.410 0.654 11.604 0 .678 
10.554 0.692 11.059 0.647 11.416 0 .649 11.810 0 .682 
10.560 0.693 11.065 0.640 11.423 0.656 11 .817 0 .680 
10.580 0.687 11.071 0.644 11.429 0.657 11,824 0 .679 
10.605 0.687 11.077 0.643 11,435 0.658 11.831 0 .631 
10,610 0.691 11.083 0.643 11.442 0 .667 11 .837 0 .681 
10.632 0.693 11.089 0.640 11.448 0.656 11.844 0 .684 
10.638 0.698 11.095 0.642 11.454 0.657 11 .851 0 .685 
10.643 0.693 11.101 0.641 11.461 0.655 11.858 0 .683 
10.649 0.684 11.107 0.643 11.467 0 .657 11.865 0 .686 
10.654 0.690 11.113 0.639 11.473 0.658 11.871 0 .686 
10.660 0.677 11.119 0.642 11.480 0.655 11.878 0 .686 
10.665 0.689 11.125 0.642 11.486 0.660 11.685 0 .682 
10.671 0.694 11.131 0.642 11.493 0.655 11.892 0.692 
10.676 0.693 11.137 0.636 11.499 0 .661 11,911 0.682 
10.682 0.689 11.143 0.633 11.505 0 .661 11.917 C.693 
10.687 0.688 11.149 0.634 11.512 0-662 11.924 0 .694 
10.693 0.693 11.155 0.641 11.518 0.666 11.931 0 .693 
10.714 0.677 11-161 0.632 11.525 0.662 11.938 0 .685 
10.719 0.688 11.167 0.639 11.533 0.663 11.947 0 .695 
10.724 0.665 11.173 0.639 11.540 0.666 11.954 0 .693 
10.733 0.677 11.180 0.636 11.546 0 .662 11.961 0 .700 
10.742 0.682 11.187 0.637 11.553 0.657 11.968 0.699 
10.749 0.681 11.193 0 . 6 J 1 11.559 0.663 11.975 0 .705 
10.773 0-672 11.199 0.638 11.565 0.664 11.982 0 .711 
10.778 0.674 11.206 0.636 11.572 0 .663 11.989 0 .708 
10.805 0.665 11.212 0.638 11.578 0 .661 11.996 0 709 
10.810 0.674 11.218 0.638 11.585 0.666 12.003 0 .706 
10.816 0.667 11.224 0.639 11.591 0.668 12-010 0 .711 
10.822 0.675 11.230 0.640 11.600 0.662 12.017 0 .713 
10.827 0.674 11.236 0.637 11.607 0.663 12.024 0 .715 
10.833 0.673 11.242 0.636 11.613 0.668 12.031 0 718 
10.840 0.665 11.248 0.642 11.620 0.665 12.038 0 .720 
10.848 0.658 11.254 0.639 11.626 0.669 12.045 0 722 
10.859 0.670 11.261 0-639 11.633 0.666 12-052 0 722 
10-886 0.627 11.267 0-639 11-639 0.667 12-059 0 722 
10.909 0.666 11.273 0.639 11.646 0.670 12.066 0 726 
10.915 0.655 11.279 0.641 11.653 0.663 12 073 0 728 
10-921 0.658 11.285 0.639 11.659 0.670 2 080 0 7 3 0 
10.930 0-652 11.291 0.642 n . 6 6 8 0.665 . 0 8 7 0 73? 
10.938 0.660 11.298 0.641 11.674 0.669 2 .094 S ' JsS 

0.944 0.651 11.304 0.643 11.681 0 .671 2 101 0 7 3 ? 
0.950 0.650 11.310 0.631 11.689 0.667 T 08 0 733 

10-956 0.657 11.316 0 .641 11.699 0 668 1 1 ^ n i l l 
10.962 0.647 11.322 0.640 1 1 ^ s 0 6 6 8 2* 2^ ^ l l l 
10.971 0.643 11.329 0.647 7^2 o ' f 7 1 ^ i a * ^ ? I 
10.979 0.648 11.335 0.64fi . a ^ L ' o IV'Al ^'Z?? ^^••^35 0.646 11.719 0.669 1? 1 fin n Tcn 
10.985 0.652 11.341 0.648 11.725 O.lll U . l l l - ' - ' ^ 

11.347 0.644 11.732 0 .671 12.175 
11.353 0.649 11.739 0.674 12.182 „ ,.,., 

11 OOfl n f i ^ J U'lc°. « ' ^ ^ ° ^^.^^5 0.673 1 2 . I 8 9 0."752 
I1.U0B 0.634 11.366 n.ftuq 11 TCT n ^i-, , --^, ^-'^^ n.o, . o.es. ]\:l^t l:tl\ ]]-Ml tVA ]i:ll-, VMl 
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TABLE 1, (contd,) 

E,eV 

1 2 . 2 1 1 
1 2 . 2 2 0 
1 2 . 2 2 8 
1 2 . 2 3 5 
1 2 . 2 4 2 
1 2 . 2 4 9 
1 2 . 2 5 7 
1 2 . 2 6 4 
1 2 . 2 7 1 
1 2 . 2 7 9 
1 2 . 2 8 6 
1 2 . 2 9 3 
1 2 . 3 0 1 
1 2 . 3 0 8 
1 2 . 3 1 5 
1 2 . 3 2 3 
1 2 . 3 3 0 
1 2 . 3 3 7 
1 2 . 3 4 5 
1 2 . 3 5 5 
1 2 . 3 6 2 
1 2 . 3 6 9 
1 2 . 3 7 7 
1 2 . 3 6 4 
1 2 . 3 9 2 
1 2 . 3 9 9 
1 2 . 4 0 8 
1 2 . 4 1 6 
1 2 . 4 2 4 
1 2 . 4 3 1 
1 2 . 4 3 9 
1 2 . 4 4 8 
1 2 . 4 5 6 
1 2 . 4 6 5 
1 2 , 4 7 4 
1 2 . 4 8 2 
1 2 . 4 9 0 
1 2 . 5 U 4 
1 2 . 5 1 2 
1 2 . 5 2 0 
1 2 . 5 3 0 
1 2 . 5 3 7 
1 2 . 5 4 5 
1 2 . 5 5 2 
1 2 . 5 6 0 
1 2 . 5 6 8 
1 2 . 5 7 5 
1 2 . 5 8 3 
1 2 . 5 9 1 
1 2 . 5 9 6 
1 2 . 6 0 6 
1 2 . 6 1 4 
1 2 . 6 2 1 
1 2 . 6 2 9 
1 2 . 6 3 7 
1 2 . 6 4 5 
1 2 . 6 5 2 
1 2 . 6 6 0 

d f / d E , 1 / e V 

0 - 7 5 8 
0 - 7 6 0 
0 . 7 6 7 
0 . 7 6 6 
0 - 7 6 8 
0 - 7 6 5 
0 - 7 7 4 
0 . 7 6 8 
0 . 7 6 5 
0 . 7 7 2 
0 . 7 7 0 
0 . 7 7 5 
0 . 7 7 3 
0 . 7 7 4 
0 . 7 8 0 
0 . 7 8 5 
0 - 7 8 5 
0 . 7 8 0 
0 - 7 8 3 
0 . 7 9 0 
0 - 7 7 4 
0 - 7 9 9 
0 . 7 9 7 
0 . 7 9 7 
0 - 7 9 9 
0 . 7 9 6 
0 - 7 8 5 
0 - 7 8 7 
0 . 7 9 5 
0 . 8 1 0 
0 . 8 0 7 
0 - 8 0 9 
0 . 8 1 0 
0 . 8 0 7 
0 . 8 1 6 
0 . 8 2 2 
0 . 8 1 8 
0 . 8 2 9 
0 . 8 2 4 
0 . 8 3 0 
0 . 8 3 6 
0 . 6 3 1 
0 . 8 4 0 
0 . 8 3 1 
0 . 8 4 5 
0 . 8 4 6 
0 . 8 5 0 
0 . 8 4 8 
0 . 8 5 8 
0 . 8 5 6 
0 . 8 5 5 
0 . 8 6 7 
0 . 8 6 9 
0 . 8 ' ' 3 
0 - 8 7 8 
0 - 8 6 9 
0 . 6 8 8 
0 . 8 9 0 

E,eV 

1 2 . 6 6 8 
1 2 . 6 7 6 
1 2 . 6 8 3 
1 2 . 6 9 1 
1 2 . 6 9 9 
1 2 . 7 0 7 
1 2 . 7 1 5 
1 2 . 7 2 3 
1 2 . 7 3 1 
1 2 . 7 4 1 
1 2 . 7 4 9 
1 2 . 7 5 7 
1 2 . 7 6 6 
1 2 . 7 7 5 
1 2 . 7 8 3 
1 2 . 7 9 1 
1 2 . 7 9 9 
1 2 . 8 0 7 
1 2 . 8 1 5 
1 2 . 8 2 4 
1 2 . 8 3 9 
1 2 . 8 5 1 
1 2 . 8 6 3 
1 2 . 8 7 1 
1 2 . 8 7 9 
1 2 . 8 8 9 
1 2 . 9 0 0 
1 2 . 9 1 1 
1 2 . 9 1 9 
1 2 . 9 2 7 
1 2 . 9 3 5 
1 2 . 9 4 3 
1 2 . 9 5 1 
1 2 . 9 6 0 
1 2 . 9 7 0 
1 2 . 9 7 9 
1 2 . 9 8 7 
1 2 . 9 9 5 
1 3 . 0 0 3 
1 3 . 0 1 4 
1 3 . 0 2 2 
1 3 . 0 3 3 
1 3 . 0 4 3 
1 3 . 0 5 8 
1 3 . 0 6 7 
1 3 . 0 8 0 
1 3 . 103 
1 3 . 115 
1 3 . 1 2 8 
1 3 . 1 4 0 
1 3 . 1 5 3 
1 3 . 1 6 5 
1 3 . 1 7 8 
1 3 . 1 9 1 
13 . 203 
1 3 . 2 5 4 
1 3 . 2 6 3 
1 3 . 2 7 5 

d f / d E , 1 / e V 

0 . 8 9 3 
0 . 8 9 2 
0 . 9 0 1 
0 - 9 0 4 
0 . 9 0 8 
0 - 8 9 6 
0 . 9 1 1 
0 . 9 2 2 
0 . 9 0 8 
0 . 9 1 4 
0 . 9 3 2 
0 . 9 4 3 
0 . 9 4 0 
0 . 9 4 8 
0 . 9 4 7 
0 . 9 4 8 
0 . 9 4 6 
0 . 9 6 4 
0 . 9 7 4 
0 . 9 7 1 
0 . 9 8 6 
0 . 9 8 7 
0 . 9 9 7 
1 .032 
1 . 0 1 3 
1 . 0 1 2 
1.0C9 
1 .034 
1 . 0 1 6 
1 .023 
1 .049 
1 . 0 3 3 
1 .028 
1.03 6 
1 . 0 3 5 
1 .049 
1 . 0 4 4 
1 .042 
1 . 0 5 4 
1 . 0 5 2 
1 . 0 6 0 
1 .054 
1 . 0 5 9 
1 .059 
1 . 0 6 6 
1 . 0 6 5 
1 . 0 9 5 
1 . 100 
1 . 1 1 0 
1 . 1 1 3 
1 . 1 2 6 
1 . 138 
1 . 1 5 4 
1 -153 
1 -156 
1 . 1 9 2 
1 . 1 9 1 
1 -206 

E,eV 

1 3 - 2 8 8 
1 3 . 3 0 1 
1 3 . 3 1 4 
1 3 . 3 2 7 
1 3 . 3 4 0 
1 3 . 3 5 3 
1 3 . 3 6 6 
1 3 . 3 7 9 
1 3 . 3 9 2 
1 3 - 4 0 5 
1 3 - 4 1 8 
1 3 - 4 3 1 
1 3 - 4 4 4 
1 3 . 4 5 7 
1 3 . 4 7 0 
1 3 . 4 8 4 
1 3 . 4 9 7 
1 3 . 5 1 0 
1 3 . 5 5 4 
1 3 . 5 5 9 
1 3 . 5 7 2 
1 3 . 5 8 6 
1 3 . 5 9 9 
1 3 - 7 1 2 
1 3 . 7 1 7 
1 3 . 7 3 0 
1 3 . 7 4 4 
1 3 - 7 5 8 
1 3 . 7 7 1 
1 3 . 7 8 5 
1 3 - 7 9 9 
1 3 . 8 1 3 
1 3 . 82 7 
1 3 . 8 4 1 
1 3 - 8 5 5 
1 3 . 8 6 9 
1 3 . 8 8 3 
1 3 . 6 9 7 
1 3 . 9 1 1 
1 3 , 9 2 5 
1 3 . 9 3 9 
1 4 . 0 3 4 
1 4 - 0 4 8 
1 4 - 0 6 2 
1 4 . 0 7 7 
1 4 . 0 9 1 
1 4 . 1 0 5 
1 4 . 1 2 0 
1 4 . 2 0 3 
1 4 . 2 1 7 
1 4 . 2 3 2 
1 4 . 3 0 5 
1 4 . 3 5 6 
1 4 . 4 0 6 
1 4 . 4 2 1 
1 4 . 4 3 6 
1 4 . 4 5 1 
1 4 . 4 6 6 

d f / d E , 1 / e V 

1 . 2 0 4 
1 . 2 1 2 
1 . 2 2 0 
1 . 2 2 6 
1 . 2 3 3 
1 . 2 4 1 
1 . 2 4 8 
1 . 2 6 0 
1 . 2 6 7 
1 . 2 7 6 
1 . 2 8 5 
1 . 2 9 5 
1 . 3 0 3 
1 . 3 0 8 
1 . 3 1 7 
1 .322 
1 -328 
1 . 3 3 7 
1 -359 
1 -362 
1 . 3 7 1 
1 . 3 8 1 
1 . 3 8 6 
1 . 4 2 1 
1 . 4 2 3 
1 . 4 2 9 
1 . 4 3 3 
1 . 4 3 9 
1 . 4 4 3 
1 . 4 4 5 
1 . 4 5 7 
1 . 4 6 3 
1 . 4 7 2 
1 . 4 7 9 
1 . 4 8 5 
1 .492 
1 . 6 0 5 
1 . 5 1 1 
1 . 5 1 3 
1 . 5 1 5 
1 .519 
1 . 5 5 3 
1 . 5 6 2 
1 . 5 6 6 
1 . 5 7 6 
1 . 5 8 8 
1 . 5 9 4 
1 . 6 0 2 
1 -632 
1 - 6 3 3 
1 . 6 3 6 
1 . 6 5 1 
1 -659 
1 . 6 7 3 
1 . 6 7 5 
1 . 6 8 0 
1 - 6 8 4 
1 . 6 8 9 

E,eV 

1 4 . 4 8 1 
1 4 . 4 9 7 
1 4 . 5 1 2 
1 4 . 5 2 7 
1 4 . 5 4 3 
1 4 . 5 5 8 
1 4 . 5 7 3 
1 4 . 5 8 9 
1 4 . 6 0 4 
1 4 . 6 2 0 
1 4 . 6 3 5 
1 4 . 6 5 1 
1 4 . 6 6 7 
1 4 . 6 8 2 
1 4 . 6 9 8 
1 4 . 7 1 4 
1 4 . 7 2 9 
1 4 . 7 4 5 
1 4 . 7 6 1 
1 4 . 7 7 7 
1 4 . 7 9 3 
1 4 . 8 0 9 
1 4 . 8 2 5 
1 4 . 8 4 1 
1 4 . 8 9 4 
1 4 . 9 1 0 
1 4 . 9 2 6 
1 4 . 9 4 3 
1 4 . 9 59 
1 4 . 9 7 5 
1 4 . 9 9 2 
1 5 . 0 0 8 
1 5 . 0 2 4 
1 6 . 0 4 1 
1 5 . 0 5 7 
1 5 . 0 7 4 
1 5 . 0 9 0 
1 5 . 1 0 7 
1 5 . 1 2 3 
1 6 . 1 4 0 
1 6 . 1 5 7 
1 5 . 1 73 
1 5 . 1 9 0 
1 5 . 2 0 7 
1 5 . 2 2 4 
1 5 . 2 4 1 
1 5 . 2 5 7 
1 5 . 2 7 4 
1 5 . 2 9 1 
1 5 . 3 0 8 
1 5 . 3 2 5 
1 5 . 3 4 3 
1 5 . 3 6 0 
1 5 . 3 7 7 
1 5 . 3 9 4 
1 6 . 4 1 1 
1 5 . 4 2 9 
1 5 . 4 4 6 

d f / d E , 1 / e V 

1 . 6 9 4 
1 . 6 9 7 
1 . 6 9 9 
1 . 7 0 3 
1 . 7 0 7 
1 . 7 1 1 
1 . 7 1 6 
1 . 7 1 7 
1 . 7 2 1 
1 . 7 2 4 
1 . 7 2 8 
1 . 7 2 9 
1 . 7 3 1 
1 . 7 3 2 
1 . 7 3 8 
1 . 7 4 2 
1 . 7 4 3 
1 . 7 4 1 
1 . 7 4 5 
1 . 7 4 9 
1 . 7 5 1 
1 . 7 5 3 
1 . 7 5 3 
1 . 7 5 5 
1 . 7 6 4 
1 . 7 6 9 
1 . 7 6 9 
1 . 7 7 1 
1 . 7 7 1 
1 . 7 7 4 
1 . 7 7 7 
1 . 7 8 0 
1 . 7 8 2 
1 . 7 8 3 
1 . 7 8 5 
1 . 7 8 7 
1 . 7 8 9 
1 . 7 9 1 
1 . 7 9 3 
1 . 7 9 6 
1 . 7 9 6 
1 . 7 9 8 
1 . 8 0 0 
1 . 8 0 3 
1 . 8 0 7 
1 . 8 0 8 
1 . 8 1 2 
1 - 8 1 7 
1 - 8 1 9 
1 . 8 2 5 
1 . 8 2 9 
1 . 8 3 4 
1 , 8 3 7 
1 . 8 4 8 
1 . 8 5 1 
1 . 8 6 4 
1 . 8 7 6 
1 . 8 7 9 
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TABLE 1, (contd.) 

E,eV df /dE,1 /eV E,eV df /dE,1/eV E,eV d f / d E , 1 / e v E,eV d f / d E , 1 / e V 

1 5 . 4 6 3 1 .859 1 6 . 5 6 8 1 .733 1 7 , 8 1 1 1 . 6 9 8 1 9 . 3 4 7 1 . 5 1 3 
1 5 . 4 8 1 1 .800 1 6 . 5 8 8 1 .708 1 7 . 8 3 4 1 . 6 9 4 1 9 . 3 7 4 1 . 5 1 0 
1 5 . 4 9 8 1 .755 1 6 . 6 0 8 1 .735 1 7 . 8 5 8 1 .693 1 9 . 4 0 2 1 . 5 0 7 
1 5 . 5 1 5 1 .757 1 6 . 6 2 8 1 .754 1 7 . 8 8 1 1 . 6 9 1 1 9 . 4 2 9 1 . 5 0 5 
1 5 . 5 3 3 1 .774 1 6 - 6 4 8 1 .757 1 7 . 9 0 4 1 . 6 9 0 1 9 . 4 5 6 1 . 5 0 1 
1 5 . 5 5 1 1 .785 1 6 . 6 6 8 1 .753 1 7 . 9 2 7 1 . 6 8 8 1 9 . 4 8 4 1 . 4 9 8 
1 5 . 5 6 8 1 .793 1 6 . 6 8 8 1 .767 1 7 . 9 5 1 1 . 6 8 5 1 9 . 5 1 2 1 - 4 9 4 
1 5 . 5 8 6 1 .799 1 6 . 7 0 8 1 .782 1 7 . 9 7 4 1 . 6 8 4 1 9 . 5 3 9 1 . 4 9 1 
1 5 . 6 2 7 1 .802 1 6 . 7 2 9 1 .750 1 7 . 9 9 8 1 , 6 8 0 1 9 . 5 6 7 1 . 4 8 5 
1 5 . 6 4 5 1 .756 1 6 . 7 4 9 1 . 6 9 5 1 8 . 0 2 1 1 . 6 7 7 1 9 . 5 9 5 I .USO 
1 5 . 6 6 3 1 .708 1 6 . 7 7 0 1 .713 1 8 . 0 4 5 1 . 6 7 6 1 9 . 6 2 3 1 . 4 7 7 
1 5 . 6 8 0 1 .704 1 6 . 7 9 0 1 .738 1 8 . 0 6 9 1 . 6 7 3 1 9 . 6 5 1 1 . 4 7 3 
1 5 . 6 9 8 1-719 1 6 . 8 1 1 1 .747 1 8 . 0 9 2 1 .671 1 9 . 6 7 9 1 . 4 6 8 
1 5 . 7 1 6 1 .732 1 6 . 8 3 1 1 .744 1 8 . 1 1 6 1 . 6 6 7 1 9 . 7 0 7 1 . 4 6 2 
1 5 . 7 3 4 1 .737 1 6 . 8 5 2 1 .749 1 8 . 1 4 0 1 . 6 6 4 1 9 . 7 3 5 1 . 4 5 8 
1 5 . 7 5 2 1 .743 1 6 - 8 7 2 1 .765 1 8 . 1 6 4 1 . 6 6 1 1 9 . 7 6 4 1 . 4 4 9 
1 5 . 7 7 0 1 .752 1 6 . 8 9 3 1 .756 1 8 . 1 8 8 1 . 6 5 8 1 9 . 7 9 2 1 . 4 4 0 
1 5 . 7 8 8 1 .752 1 6 . 9 1 4 1 .723 1 8 . 2 1 2 1 . 6 5 5 1 9 . 8 2 1 1 . 4 3 3 
1 5 . 8 0 7 1 .732 1 6 . 9 3 5 1 .730 1 8 . 2 3 6 1 . 6 5 1 1 9 . 8 4 9 1 . 4 2 6 
1 5 . 8 2 5 1 .703 1 6 . 9 5 5 1 .750 1 8 . 2 6 0 1 .646 1 9 . 8 7 8 1 . 4 2 0 
1 5 . 8 4 3 1 .693 1 6 . 9 7 6 1-749 1 8 . 2 8 5 1 . 6 4 6 1 9 . 9 0 7 1 . 4 1 3 
1 5 . 8 6 1 1 .703 1 6 . 9 9 7 1 -716 1 8 - 3 0 9 1 - 6 4 1 1 9 . 9 3 6 1 . 4 0 6 
1 5 - 8 7 9 1 .713 1 7 . 0 1 8 1 .727 1 8 . 3 3 3 1 - 6 3 6 1 9 . 9 6 4 1 . 4 0 3 
1 5 . 8 9 8 1 .719 1 7 . 0 3 9 1-743 1 8 . 3 5 8 1 . 6 3 4 1 9 . 9 9 3 1 - 3 9 5 
l l ' a l i \ ' l l l '^^^Qe^ 1 . 746 1 8 . 3 8 2 1 . 6 2 9 2 0 . 0 2 3 1 . 3 8 8 
1 5 . 9 3 5 1 .725 1 7 . 0 8 2 1 . 7 2 5 1 8 . 4 0 7 1 . 6 2 5 2 0 . 0 5 2 1 . 3 8 5 
1 5 . 9 5 3 1 .727 1 7 . 1 0 3 1 .729 1 8 . 4 3 2 1 .622 2 0 . 0 8 1 1 . 3 7 9 
l l r l l ^ • ' ' ^ ° 1 7 . 1 2 4 1 .748 1 8 . 4 5 6 1 .617 2 0 . 1 1 0 1 . 3 7 2 
1 5 . 9 9 0 1 .707 1 7 . 1 4 6 1 .750 1 8 . 4 8 1 1 .614 2 0 . 1 4 0 1 363 
1 6 . 0 0 9 1 .704 1 7 . 1 6 7 1 . 7 2 5 1 8 - 5 0 6 1 -609 20 69 " 3 5 9 

6 . 0 2 7 1-711 1 7 . 1 8 8 1 .729 1 8 . 5 3 1 1 . 6 0 6 20 99 V.Wl 

1 6 . 0 6 5 1 . 7 z 1 1 7 . 2 3 1 1-732 1 8 . 5 8 1 1 . 5 9 8 2 0 . 2 5 8 1 343 

A ,^, ^-^^^ 1 7 . 2 7 5 1 .729 1 8 . 6 3 1 1 . 5 9 0 2 0 . 3 1 8 1 333 

6 40 I ' l o t l l - l ' . t ' - ' " ' ' ' - ' ' ' ' ^ - 5 8 ^ 20 3^8 : 3 2 6 
1 6 . 1 4 0 1 .723 1 7 . 3 1 8 1 .733 1 8 . 6 8 2 1 .584 20 378 l \ : > l 
1 6 . 1 5 9 1 .722 1 7 . 3 4 0 1 .719 1 8 . 7 0 7 579 20 409 VV^ I 
1 6 . 1 7 8 1 .723 1 7 . 3 6 2 1 .719 1 8 . 7 3 3 1 . 5 7 7 20 ^ 3 9 ' 3 5 

fiil^ VIA ^ ^ • ^ ° ^ ^ - ^ ^ S I S . 7 8 4 1 . 5 7 1 2 0 . 5 0 0 1 305 

1 6 . 4 8 6 1 .768 1 7 . 7 2 0 1 .704 g ! 50 1 3 2 ' * ' ' ' 
6 . 5 0 8 1 .776 1 7 . 7 4 2 1 .701 19 76 1 529 

1 6 . 6 4 8 1 .794 1 7 . 7 8 8 1 .700 1 9 . 3 2 0 1 . 5 1 6 
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so that there i s some distortion of the structure of the autoionizing peaks in 

the energy range from 15 to 18 eV. 

References 

1. J . C . Person, D. E. Fowler, and P. P, Nicole, Radiological and Environ
mental Research Division Annual Report, July 1974-June 1975, 
ANL-75-60, Part I, p , 26. 

2. J. C. Person and P. P. Nicole, Absorption cross sections at high energies. 
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PHOTOIONIZATION OF N AT HIGH RESOLUTION* 

P. M. Dehmer and W. A. Chupka 

The relative photoionization cross section for N at 78"K has been 

measured at high resolution (0 .016-0 .035 A) from the ionization threshold to 
o 

650 A. The data are shown in Figure 1, and the prominent autoionizing Rydberg 
2 + 2 2 + 

states converging to the X 2 , v = 1, the A n , and the B S electronic 
+ g u u 

states of N are indicated in the figure. Figure 2 shows the region between 
+ 2 + 

the ionization threshold and the N X Zg, v = 1 convergence limits in greater 

detail , and at higher resolution (0.016 A). In this region both vibrational and 

electronic autoionization is observed, with electronic autoionization greatly 

predominating. Rotational structure is partially resolved for a number of un

identified autoionizing states in this energy range. The observed halfwidths 

of these rotational lines of < 1 cm yield autoionization rates k (= 2TrcAv) 
11 -1 

< 1.9 X 10 sec , somewhat smaller than the rates calculated by Duzy and 
1 

Berry for states in this energy region. In general, the calculated rates of 

Duzy and Berry are consistent with observations above the N^X^l"*" v = 1 
2 g 

convergence limit. Further work is currently in progress on the analysis of 

this spectrum, with emphasis on the identification of the bands near the ion

ization threshold, and the competition between autoionization and other decay 

paths such as predissociation. 

Reference 

1. C. Duzy and R. S. Berry, J. Chem. Phys. 6±, 2421 (1976); 64, 2431 (1976), 

Summary of a paper presented at the Vlllth Annual Meeting of the Division 
of Electron and Atomic Physics, The American Physical Society, Lincoln 
Nebraska, 6-8 December 1976. 

•f 

Department of Chemistry, Yale University, New Haven, Connecticut 06520 
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FIG. 1,—Relative photoionization cross section for N2 at 78°K. 
(ANL Neg. 209-76-679) 
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resolution of 0.016 A in the energy region near the ionization threshold 
(ANL Neg. 209-76-680) 

30 



PHOTOELECTRON SPECTROSCOPY OF THE RARE GAS DIMERS Ar„, Kr„, AND 

P. M. Dehmer and J. L. Dehmer 

1 
Mulliken has d iscussed the potential energy curves and angular 

momentum coupling schemes for the rare gas (Rg) dimers and their ions . He 
1 + 2 2 

showed that the dlmer ions formed from Rg( S.) + Rg ( Pĵ  or Pĵ ) have a bound 
2 + 0 2 2 

Ej^ ground s tate and five excited s t a t e s , all of which are predicted to be 

repulsive with only a small polarization minimum at large R (Intemuclear 

dis tance) . At small R, a molecular orbital description of the excited s ta tes i s 
2 2 

appropriate and the s ta tes are, in order of increasing energy, n ^ ' n^ ' 
2 2 2 + 2'3 2<3 

Hs , IIĵ  / and Zj^ . At large R, the s ta tes are labeled according to case 
•2^ 2 ^ 2 9 

c (rather than case a or b) coupling rules, and their ordering may be different, 
1 

but must be consistent with the appropriate noncrossing ru les . The ground 
1 + 2 

state and first three excited states given above dissociate to Rg( S-) + Rg ( P^)-
1 + 2 ^ 

and the remaining two excited s tates dissociate to Rg( S ) + Rg ( Pj^). In the 
present experiments, we have examined these dimer ion states using the 

technique of photoelectron spectroscopy. New information is obtained for the 

potential energy curves of the ionic s tates at large R, corresponding approxi

mately to R of the neutral ground s ta te , 

e 

The apparatus consis ts of a supersonic molecular beam source which 

produces the weakly bound rare gas dimers in combination with a high resolu

tion hemispherical photoelectron spectrometer. The nozzle source, which is 
2 

similar in concept to that described by Smalley et a l . , produced beams of 

approximately 1 percent dimer containing minimal concentrations of heavier 

c lus ters . Under typical operating conditions, the tip of the nozzle was located 

approximately 2 to 3 mm below the centerline of the photon beam, which was 

used to photoionize the target g a s . The ejected photoelectrons were energy 

analyzed using a rota table hemispherical photoelectron spectrometer, which 

incorporated 5.1 cm mean-radius copper hemispheres. The details of the 
* 

Summary of two papers to be published in J. Chem. Phys. 

31 



analyzer and the hollow cathode lamp used to produce the He I 584 A ionizing 

radiation have been given previously,'^' '* In this experiment, photoelectrons 

were sampled at 90° relative to the incident light beam in order to maximize 

the counting rate. With ~ 0 , 0 5 cm diameter entrance and exit apertures on the 

analyzer, and a photoelectron analysis energy of 2 eV, the observed photo

electron resolution was 17 meV. The resolution degraded to approximately 

20 meV during day-long runs owing to contact-potential drifts. 

Van Deursen and Reuss have shown in a mass spectrometric inves t i 

gation of cluster formation in supersonic expansions that there i s a limiting 

nozzle stagnation pressure, P , below which only dimers are formed with 
J-j 

negligible contamination from heavier c lus ters . In studies of supersonic 

expansion of Ne, Ar, H , N , and O , using a 26 |Jim diameter nozzle , they 

found that the value of P is given approximately by 

2-3v 

^ S . 2 S X l O - ^ - ^ [ ^ ] ^-^V [h] 0 . 5 5 , P j^«5.25 X 10 - ^ I ^ I " I ^ I 0.55 , (1) 

e 

where v and R are, respectively, the well depth in ergs and the equilibrium 
e 

intemuclear distance in cm of the neutral dimer ground s ta te , y i s the 

specific heat capacity ratio of the bulk gas , d i s the nozzle diameter in cm, 

T is the nozzle stagnation temperature in K, k is the Boltzmann constant, 
o 

and P is the maximum nozzle stagnation pressure for pure dimer production 

in torr. For rare gases (y = 5/3) at 298 K, Eq. 1 reduces to 

^ - ' - o ' ^ " ' -hs -ihs JTS • "•' 
R e d 

e 

- 1 o 

where e and R are now in the more convenient units of cm and A, respectively, 

and d is in micrometers. One further correction factor should be added for 

calculations involving stagnation temperatures near room temperature, where 

van Deursen and Reuss found that Eq. 1 overestimates P . For example, for 

Ar at 294°K, Eq. 1 yields a value for P of 2400 torr, while the observed range 
XJ 

of p . was 1600 to 2300 torr. Thus, for rare gases at room temperature, an 
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additional multiplicative factor of 0.8 should be incorporated in Eq. 1. 

Table 1 gives the values of R and D for the rare gas dimers, and the values 

of P and d used in the present experiments. The combinations of nozzle s ize 
J-i 

and optimum stagnation pressure were chosen so as to keep the pressure in 
-4 

the main vacuum chamber l ess than 1 x 1 0 torr in each experiment. 

Figures 1—3 show the photoelectron spectra of Ar„, Kr , and Xe_, 

respectively, taken with the supersonic nozzle conditions l isted in Table 1. 

For comparison, each figure also shows the spectrum of the appropriate atomic 

rare gas taken with an effusive source. The effusive spectra show that the 

peak shape obtained with this apparatus is excellent, with practically no 

distortion or tai l ing, even at the 1 percent level . The dimer ion photoelectron 

peaks are labeled 1 through 6. For a given spectrum, the peak labeled 1 

refers to transitions from the ground state of the neutral dimer to the ground 

state of the dimer ion, while the peaks labeled 2 to 6 refer to transitions to 

the five excited s ta tes of the dimer ion, respectively. In several c a s e s , dimer 

ion transitions are not observed because they are obscured by the much more 

intense atomic t ransi t ions. 

It i s interesting to note that , in each case , there is no dlscemable 

increase in photoelectron signal at the ionization threshold (indicated by the 

TABLE 1. Estimate of Maximum Stagnation Pressure ( ? ) for Pure Dimer 
Production 

System R^(A) 
e 

D (cm ) d(hx) P from 

Eq. 1", torr 

3782 

1259 

559 

P used in 

p resen t 
exper iments , 

torr 

3070 

980 

460 

^ 2 

^ 2 
Xe, 

3 .76 

4,007^ 

4.362'^ 

98 .7 

140.33^ 

196,24'^ 

10 

25 

35 

a . The ac tua l va lue of P^ used in the presen t experiments i s « 0 .8 t imes 
the va lue ca lcu la ted from Eq. 1 ' . See the text for d e t a i l s . 

b . Ref. 6. 
c . Ref, 7 . 
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FIG. 1.—Photoelectron spectra of argon from an effusive source (top frame) 
and from a supersonic source (lower frame), both taken with He I 584 A radia
tion and a photoelectron resolution of ~20 meV. (ANL Neg. 149-77-395 Rev. 1) 
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FIG. 2.—Photoelectron spectra of krypton from an effusive source (top frame) 
and from a supersonic source (lower frame), both taken with He I 584 A radia
tion and a photoelectron resolution of ~20 meV. (ANL Neg. 149-77-396 Rev. 1) 
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FIG. 3.--Photoelectron spectra of xenon from an effusive source (top frame) 
and from a supersonic source (lower frame), both taken with He I 584 A radia
tion and a photoelectron resolution of ~20 meV. 
(ANL Neg. 149-77-397 Rev. 1) 

36 



TABLE 2 . Ionizat ion Potent ia ls and Dissoc ia t ion Energies for Rare Gas Dimer Ions 

CO 

Peak 

1 

2 

3 

4 

5 

6 

State*^ 

2 U 

B ^ n 3 
2"U 

2 U 

B Hi 
2 9 

^'^iu 
D^zt 

19 

Adiabatic 
IP 

14 ,440^ 

15,629 

— 

— 

15,844 

— 

+ 
^^2 

Vertical 
IP 

15 .545 

15.676 

— 

— 

15.871 

— 

°0 

1.330 

0 .141 

— 

— 

0,103 

g 

Adiabatic 
IP 

12 ,866^ 

13,855 

— 

— 

14.539 

— 

Kr; 

Vertical 
IP 

13.765 

13.902 

— 

— 

14.570 

— 

^ 0 

1.150 

0 .161 

— 

— 

0.143 

— 

Adiabatic 
IP 

11,127^ 

11 .968 

— 

— 

13,269 

— 

^ < 

Vertical 
IP 

11 ,851 

12 ,015 

— 

12.210 

13.314 

— 

°0 

1.026 

0 .185 

— 

g 

0.190 

— 

a . All v a l u e s are given in eV; errors are es t imated at ± 0 , 0 1 5 eV, 
b . Peak numbers refer to Figures 1 to 3 . „ 2 
c . The a s s ignmen t s are based on the ca lcu la t ions of W. R, Wadt, which show a curve cross ing between the B i i i 

and C n 3. s t a t e s a t small R, thus al tering the ordering given by Mull iken. 
d. Ref, 1 0 . ^ " 
e . Ref. 1 1 . 
f. Ref. 12 . 
g . Purely repuls ive s t a t e in the Franck-Condon region. 
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arrow in Figures 1-3). These rare gas dimers provide excellent examples of 

Franck-Condon distributions greatly shifted from the adiabatic ionization 

potentials as a result of the displacements in R̂  values between the upper 

and lower electronic s ta tes . The average value of the displacement in potential 

energy curves between the Rg„ X 2 and Rg^A Zi s ta tes for all the rare gases 
2 g 2 l u 

studied in this work is 1.23 A. This results in Franck-Condon distributions 

which are shifted from the adiabatic ionization potentials by as much as 1.0 eV. 

Dissociation energies of the excited states of the dimer ions can be 

calculated from the relation 
DQ(Rg;) = IP(Rg) + ^^{^92^ - IP(Rg2^ ' (2) 

where IP(Rg^) and IP(R ) refer, respectively, to the adiabatic ionization potential 

of the excited state of the Rg in question and the ionization potential of atomic 
+ 2 2 

Rg. The Rg Pŝ  or P̂ ^ ionization potential is used, depending on whether the 
+ 2 2 j ^ 2 1 +2 

Rg state dissociates to Rg( S^) + Rg ( P3) or Rg( S ) + Rg ( Pi_). Table 2 

gives the vertical and adiabatic ionization potentials for the s ta tes observed 

in the present experiments. The dissociation energy of these s ta tes is also 

included. There is very good agreement between the present experimental 
g 

results and recent theoretical calculations of Wadt. 
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PHOTOELECTRON SPECTROSCOPY OF CLUSTER SPECIES—A GAS-PHASE 
TECHNIQUE FOR STUDYING MACROMOLECULAR SPECIES* 

P, M, Dehmer and J, L. Dehmer 

An investigation was made of the photoelectron spectra of xenon 

clusters , using an apparatus which combines a supersonic molecular beam 

source with a hemispherical photoelectron spectrometer. The exact mass 

distribution of the clusters is unknown, since the apparatus does not include 

provision for mass analysis; nevertheless, the present experiments show 

qualitatively how the photoelectron spectrum changes as the average cluster 

size is increased. 

Data were taken with a 10 |im supersonic molecular beam source using 

three nozzle stagnation pressures between 1.70 atm and 6.76 atm. The 

spectra were measured with a hemispherical photoelectron spectrometer 
1 2 

described previously. ' With a 3 eV photoelectron analysis energy, the 

resolution of the apparatus was 27 meV. The results are given in Figure 1, 

along with an effusive spectrum shown for comparison. Photoelectron peaks 

resulting from weak impurity lines in the light source are identified on the 

effusive spectrum. The small asymmetric peak labeled with a question mark 
+ 2 

is due to photoelectrons from the Xe P^ ionic state photoionized by several 
2 

weak impurity l ines . An analogous peak due to photoelectrons from the 
+ 2 

Xe ?i^ ionic state is also observed, but does not fall within the energy range 

of Figure 1. 

The spectrum taken at 1.70 atm is roughly comparable to the dimer 

spectrum, with only small amounts of contamination from heavier c lus ters , ^ 

Three dlmer peaks are clearly visible in this spectrum and have maxima at 

11.85 eV, 12.02 eV, and 13,31 eV. A fourth dimer peak is observed at higher 

resolution and has a maximum at 12.21 eV. These dimer peaks pers is t as the 

stagnation pressure is increased to 3.34 atm; however, new, very broad 

features are also observed at lower ionization potentials and are associa ted 

* 
Excerpt from a paper to appear in J. Chem. Phys 
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PjQ_ 1,—Photoelectron spectra of xenon from an effusive source (top frame) 
and from a supersonic source with a 10 [xm diameter nozzle (lower frames), 
all taken with He I 584 A radiation and a photoelectron resolution of ~ 27 meV. 
The nozzle stagnation pressures are indicated in the figure. 
(ANL Neg. 149-77-349) 
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with both the upper and lower dissociation l imits . These features, which are 

due to a distribution of heavier c lusters , monotonically tend toward even lower 

ionization potentials as the stagnation pressure is increased further. This i s 

clearly seen by comparing the spectra taken at 3.34 atm and 6.76 atm, which 

also show that the dimer peaks decrease in intensity relative to the cluster 

peaks as the stagnation pressure is Increased. The "ionization potential" of 

solid Xe (more properly termed the threshold energy for photoemission), i s 

9.7 to 9.8 eV, ' as compared to the ionization potential for Xe of 11.127 eV. 

The highest pressure spectrum in Figure 1 has a threshold energy of < 10.5 eV, 

which already is considerably below the ionization potential of the dimer. 

While these experiments are preliminary, more refined experiments, 

which benefit from mass analysis , promise to provide a wealth of information 

on the energy-level structure of cluster species which are in the transition 

region between the gas and solid phases . 
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FRANCK-CONDON FACTOR CALCULATIONS FOR THE X^Z^ — A^ z\ IONIZING 
g 2"U 

TRANSITION IN THE RARE GAS DIMERS AND POTENTIAL ENERGY CURVES FOR 

P. M. Dehmer 

The rare gas (Rg) dimers Ar , Kr , and Xe have values of R (equi-

librlum intemuclear distance of the neutral dimer ground state) which are 
o 

typically 1.2 A larger than those of the corresponding dimer ion ground s t a t e s . 

This means that the Franck-Condon distributions for the respective 
1 + 2 + 

X 2 , v" = 0 — A 2i , v' ionizing transitions will peak at very large values 
g - 2 " 

of v ' , and that the distributions will have no discernible Intensity for small 
values of v ' . As part of the analysis of our rare gas dimer photoelectron 

1 
spectra, Franck-Condon factor calculations were performed for this transition 

for each system to determine as accurately as possible the position and the 

shape of the Franck-Condon distributions. These calculations were an aid in 

assigning the ground state photoelectron peak, since the Franck-Condon 

distributions peak nearly 1 eV from the adiabatic ionization potential for each 

rare gas dimer. Small changes in the assumed potential energy curves for the 

upper and lower electronic s tates can change the positions of the maxima by 

more than 0 .1 eV. 

In the first set of calculat ions, Morse potentials were used to describe 

the upper and lower electronic s t a tes , and the vibrational wavefunctions were 

determined by numerical integration of the Schrodinger equation. Using this 

simplified description of the potential energy curves, the only parameters 

required for the calculations are R , D , and co for the upper and lower 

electronic s t a t e s , and the vibrational temperature of the neutral dimer formed 

in the supersonic expansion. The values of R , D , and w for the rare gas 

dimer ions are summarized in Table 1. 

In order to determine the vibrational distribution of the rare gas dlmer 

Excerpt from a paper to be published in J. Chem. Phys, 
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TABLE 1. Morse Potential Parameters 

s e e e 

b . Ref. 2. 

c . Ref, 3 . 

d. Ref. 4 

e . DQ(Rg;) = IP(Rg) +DQ(Rg2) -IPCRg^) where 

IP(Ar2) = 14,4404 eV (Ref, 5), 

IP(Kr2) = 12,8655 eV (Ref. 6), 

IP(Xe2) = 11.127 eV (Ref, 7), 

IP(Ar) =15 ,7597 eV ) 
IP(Kr) = 13,9998 eV > Ref, 8, 
IP(Xe) = 12,1300 eV f 

f. D^ = D + Zero Point Energy 

- °0^^^"e~^Ve^ 
g, Ref. 9. 

h, Ref, 10, 

i , Ref, 1 1 . 

State R (A) D„ (eV) D (eV) w (cm ) w x (crn"'^)^ 
e 0 e e e e 

Ar^ 3,76*^ 84.0*^ 98,7*^ 30 .68^ 2 .3841 

Ar̂ "*" 2,48 10724.67'^ 10870.67^ 293,0 ^ 1.9743 

Kr^ 4 .007^ 128,69^ 140 ,33^ 2 3 , 7 8 ^ 1.0074 

Kr2'^ 2.78 '^ 9275.30® 9365,30^ 180,0^ 0,8649 

Xe 4 ,362^ 185.2^ 196,24^ 20.93^ 0 .5581 

Xe2 3.22 8274,86® 8336.36 123,0 0 .4537 

molecules formed in the supersonic expansion, it is necessary to estimate the 

vibrational temperature of the beam. In a study of supersonic expansions of 

alkali atom beams, Gordon et a l . ^^ ^^^^^ ^^^^ ^^ ^^^^^^^ ^^ ^^^^ ^^ ^^^ ^^^_ 

densation energy ( i . e . , D^) appears as vibrational excitation of the alkali 

dimer; however, alkali dimers have very large heats of condensation and large 

vibrational energy spacings compared to the van der Waals molecules studied 

here. A better comparison would be with the work of Smalley et a l . ^^ on the 
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fluorescence excitation spectrum of the NaAr van der Waals molecule, which 

was formed in a supersonic expansion. They found that the transition from 

v" = 0 of the ground s tate to v' = 8 of the first excited state was a factor of 3.7 

more Intense than the corresponding transition from v" = 1 of the ground s tate 
-1 

(see Table 1 of Ref. 13, Bands 7 and 8). Using their value of 11.26 cm for 

the vibrational energy spacing and Franck-Condon factors of 0.111 and 0.094 
14 

for transitions from the v" = 1 and 0 levels to the upper s ta te , respectively, 

this intensity ratio yields a vibrational temperature of 11 °K, which is a factor 

of 5.5 greater than the stated rotational temperature of 2±1°K, and is approxl-
-1 

mately 24 percent of the dissociation energy, D =32 .4 cm . The actual value 
15 

of the dissociation energy may be somewhat larger than th i s , so that perhaps 

20 percent or l e ss of the condensation energy appears as vibrational excitation 

of the dimer in experiments involving van der Waals molecules. For the present 

calculations using Morse potent ials , the vibrational temperature was taken to 

be 25°K for Ar , 35°K for Kr , and 50°K for Xe . These values are approximately 

7 to 10 times the respective rotational temperatures, and are probably upper 

limits to the vibrational temperatures. 

The calculated Franck-Condon distributions are shown in Figure 1 as 

the curves labeled b , and are superimposed on the actual rare gas dimer photo-
2 

electron spectra . These spectra are shown in the region of the atomic P3 
•2 

photoelectron peak only. The broad photoelectron peaks with maxima at 

15.45 eV in the Ar spectrum, 13.77 eV in the Kr spectrum, and 11.85 eV in 

the Xe. spectrum are now known to be due to transitions from the ground s ta te 
1 of the dimer to the excited vibrational levels of the dimer ion ground s t a t e . 

As is seen from Figure 1, the Franck-Condon distributions for this transition 

calculated using Morse potentials are too low in energy by at leas t 0 .1 eV. 

They are a lso too broad; however, this can be corrected by lowering the 

estimated vibrational temperature. In order to shift the distributions to higher 

ionization energy, the values of R for the dimer must be decreased by approxi

mately 0.2 A, (this assumes that the R of the neutral dimers are well known). 
o ^ + + + 

While a shift in R of 0.2 A is possible for Xe„, the R values of Ar^ and Kr„ 
e ^ e 2 2 

should be much more accurately known from calcula t ions . 
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FIG. 1.—Calculated Franck-Condon distributions for the Rg„ X z"*"— Rg"*" A 
2 + 2 g e 

Ll ionizing transitions in Ar„, Kr„, and Xe„. Curve a was calculated using 
2U 2 2 2 2 + 

the modified theoretical potential of Wadt for the Rg„ +A Eĵ  s ta te ; curve b 

was calculated using a Morse potential for this s t a te . 

(ANL Neg. 149-78-73) 
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The error in these calculations results from the failure of the Morse 

function to adequately represent the dimer ion ground state potentials at large 

R. Hence, an attempt was made to construct more accurate potentials for 
1 fi 

these s t a t e s , based on the calculated potentials of Wadt. Wadt 's potentials 

cannot be used directly since they are known to have incorrect dissociation 

energies; however, they should have better shapes than the Morse potential . 

The difference in shapes is shown in Figure 2, which gives the reduced 

potential energy curves for Xe . The curves for Xe are representative of those 

for all the rare gas dimers. Wadt's potentials are more repulsive at large R 

than the Morse potential , and this is exactiy what is required to shift the 

Franck-Condon distribution to higher energy and hence to bring it into al ign

ment with the observed peak in the photoelectron spectrum. Numerical 

potentials were generated based on Wadt's potentials (calculated with spin-

orbit interaction) by scaling the reduced potentials using the values of D in 
e 

Table 1. The values of R were assumed to be the same as those calculated 
e 

by Wadt. The vibrational temperature of the supersonic beam was varied 
until a good fit was obtained to the data . In all cases the final value of the 

1,17 
vibrational temperature was approximately 15°K, which is considerably 

lower than the estimated va lues . This may be due to residual errors in the 

potential energy curves, or to a failure of the Boltzmann distribution to 

represent the actual distribution of vibrational levels in the beam. The final 

Franck-Condon distributions are shown in Figure 1 as the curves labeled a . 

There is excellent agreement for Ar and Kr using the potential parameters 
I I + 

given above. For the Xe„ transition, the value of R for Xe„ has to be d e -
2 e 2 

o 

creased to 3.17 A in order to obtain the good fit to the data shown in Figure 1. The small decrease in R from the calculated value is in agreement with Wadt's 
18 ® 

expectation. 

We conclude from these calculations that great care must be taken 

when using trial potentials in cases in which the results are sensi t ive to the 

long-range part of the potential . While the Morse function is an excellent 

approximation to the true potential near R , it can deviate from the true potential 
e 

by as much as 10 percent of D at large R. 
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FIG. 2.—Reduced potential 
energy curves for the ground state 
of Xet. The solid and dashed 
curves are Wadt's theoretical 
potentials calculated with and 
without spin-orbit interaction, 
respectively, and the dash-dot 
curve is the Morse potential 
with the parameters given in 
Table 1. 
(ANL Neg. 149-77-534) 
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ON THE USE OF A SUPERSONIC MOLECULAR BEAM SOURCE FOR THE STUDY OF 
HIGH-RESOLUTION PHOTOELECTRON SPECTRA 

P. M. Dehmer and J. L. Dehmer 

The factors limiting resolution in a photoelectron spectroscopy experi
ment are d i scussed . We show that a supersonic molecular beam source can 
aid in high resolution by reducing the rotational and vibrational temperature 
and the Doppler broadening of the target g a s . 

Attempts to measure the high resolution photoelectron spectra of mole

cules are nearly always limited by the rotational, vibrational, and Doppler 
1 

broadening of the target g a s . Samson has shown that the Doppler broadening 

of a photoelectron peak is given by 

6 = 0.723 (ET/M)^ (meV) , (1) 

where M is the mass of the target gas in amu, T is the temperature of the gas 

in °K, and E is the energy of the ejected photoelectron in eV. In general , 

very light target gases will experience the largest Doppler broadening. For 
o 

example, the photoelectrons ejected from H at 300°K by 584 A radiation will 

have a half-width of 21 meV. This is considerably larger than the state-of-

the-art resolution of a photoelectron spectrometer, which is 5 to 10 meV. 

Heavier target gases will experience very lit t ie Doppler broadening; however, 

molecular targets will have a manifold of closely-spaced rotational l eve l s , 

and consequently their photoelectron spectra will be rotationally broadened. 

In certain c a s e s , vibrational broadening can also be significant. 

Rotational, vibrational, and Doppler broadening can all be substantial ly 

reduced by lowering the temperature of the target gas; however, most gases 

will condense and form a liquid phase long before significant cooling can occur. 

We have chosen to circumvent this problem of condensation by using super

sonic expansion to provide the cooling. In supersonic expansion, which is 

an approximately isentropic expansion, a gas at high pressure is expanded 

through a small orifice into a vacuum. During this expansion, random thermal 

motion is converted into directed mass flow with the result that the translat ional 
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temperature T decreases , while the velocity associated with the directed flow 

increases . Thus, random thermal energy is converted into a uniform kinetic 

energy of mass motion plus a shrinking thermal component. This is accomplished 

through collisions which, in the aggregate, scatter molecules into an ever 

narrowing range of velocity. When the collision frequency decreases and 

eventually falls to zero due to rarification in the beam, the cooling process 

ceases and a terminal Mach number (defined as the ratio of the velocity of the 

directed flow, u, to the speed of sound in the beam, a= (ykT/M)^) is reached. 

The final translational temperature in the beam is related to the terminal Mach 
2 

number M by 

T / T Q = [1 - i ( Y - l ) M ^ ] " ^ , (2) 

where y is the specific heat capacity rat io, and T_ is the nozzle stagnation 
3 

temperature. Following Anderson and Fenn, one can derive the generalized 

form for M„ 
T 

M,j,« [ ( 8 A y ) * c ] ^ 2 / A ) ^ ^ ^ e " ^ D A ) ^ , (3) 

where 6= (y —l)/y, c is the "collision effectiveness" equal to 0.25 for Ar 

and assumed to be the same for other ga se s , A is a constant equal to 3.26 

for atoms, 3.65 for diatomic molecules, and 3.96 for nonlinear polyatomic 
4 

molecules, D is the nozzle diameter, and X is the mean free path in the 

nozzle. Thus, 

foratoms (y = 5/3), M « 469.8 [DP d ^ T j ] ° ' ^ 

for diatomic molecules (y=7/5) , M « 1 2 1 . 2 [ D P d /T )- j^-^°^ ' 

for nonlinear polyatomic molecules 
( Y = 9 / 7 ) , M _ « 58.8 [ D P . d V T j ] ° ' ^ ^ ^ ^ 

T •• 0 ' 0 

(3') 

where P is the nozzle stagnation pressure in atm, T^ is the nozzle stagnation 

temperature in °K, D is the nozzle diameter in cm, and d is the collision 
o 

diameter in A, which can be approximately determined from viscosi ty measure

ments . 
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The properties of supersonic expansions described above are well 

known, and in recent years workers have used this technique to obtain the 

visible spectra of rotationally cooled spec ie s . However, we are the first to 

combine a supersonic molecular beam source with a photoelectron spectrometer 

successfully. Technically, this is a much more difficult problem, since it 

requires that we analyze the energy of the ejected photoelectrons. The dif

ficulty ar ises because the apparatus accepts ejected photoelectrons from only a 

very small solid angle corresponding to about 0.01 percent of the ejected 

electrons, and the experiment requires that the energy of the photoelectrons 

be analyzed with very high resolution (< 10 meV), thus requiring very careful 

attention to a number of de ta i l s , such as surface preparation throughout the 

apparatus. In our apparatus we use a nozzle source similar in concept to that 

described by Smalley et a l . Stainless steel nozzle apertures ranging in s ize 

from 10 to 35 (j-m, and stagnation pressures up to 10 atm have been used to 

obtain high Mach numbers. Under typical operating conditions, the tip of the 

nozzle is located approximately 2 to 3 mm below the centerline of the photon 

beam which is used to photoionize the target g a s . The ejected photoelectrons 

are analyzed using a rotatable hemispherical photoelectron spectrometer, 

which incorporates copper hemispheres with a mean radius of 5.1 cm. The 

details of the analyzer and the hollow cathode lamp used to produce the He I 

584 A ionizing radiation have been given previously. ' In the present 

experiment, photoelectrons were sampled at 90° relative to the Incident light 

beam in order to maximize the counting ra te . 
3 - + 2 

Figure 1 shows the photoelectron spectrum of the 0„X 2 - • 0„X n / 
2 g 2 g 

v= 0 transition in molecular oxygen. The ionizing radiation was the Ne I 
o 

736 A resonance l ine , and the overall spectrometer resolution was 11 meV. 

This spectrum was taken with a 10 |j.m diameter nozzle aperture and a s tagna

tion pressure of 7.5 atm, giving a terminal Mach number of 12.7 and a final 

t ranslat ional temperature of g^K. Since rotational degrees of freedom are very 

effectively relaxed in a supersonic expansion, the rotational temperature is 

assumed to be equal to the translational temperature. At this rotational 

temperature, approximately 80 percent of the beam is in the lowest rotational 
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FIG. l . - - T h e Ne I (736 A) photoelectron 

spectrum of the 0^^~^ — 6^^ U^. v = 0 

transition in molecular oxygen, taken with 

a spectrometer resolution of 11 meV using a 

supersonic molecular beam source. The 

rotational temperature is estimated to be 

9°K. (ANL Neg. 149-78-74) 

IONIZATION ENERGY—-

level (J= 1), with nearly all of the remaining 20 percent in the first excited 

rotational level ( J=3) . Note that because O is a homonuclear diatomic 

molecule with nuclear spin equal to zero, only the symmetric rotational levels 

are populated. In the case of O , the odd rotational levels are symmetric. 
+ 2 

Since the ground state of 0„ is a n s ta te , each vibrational band will contain 
2 2 

a m and a i i i component. The spin-orbit splitting of these levels in the 
2 2 g 

v= 0 vibrational band is 24 meV. With a spectrometer resolution of 11 meV 

and no rotational excitation, these spin-orbit components should be split 

about 80 percent of the way to the base l ine . This is almost exactly the degree 

of splitting actually observed in Figure 1, Indicating that there i s no rotational 

broadening in the spectrum. 
10 

Samson has also Investigated this band using a conventional (effusive) 
molecular beam source in an attempt to determine an accurate value of the 0_ 
ionization potential. In his experiment, the spectrometer resolution was 

o 

7 meV, and the Ar II 290 A resonance line was used as the ionizing radiation. 

This low energy resonance line was used rather than the more intense (and 

"cleaner") He I or Ne I l ines in order to reduce the Doppler broadening. Even 

with the lower energy resonance line and the significantly better spectrometer 

resolution, the resulting spectrum was only split about 30 percent of the way 

to the basel ine . 
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The advantage of supersonic cooling is therefore obvious. One can 

use strong resonance l ines for the ionizing radiation without worrying about 

Doppler broadening, work at moderate spectrometer resolution, and st i l l 

obtain spectra which are better resolved than those obtained with a conven

tional source using a very high resolution spectrometer. Since intensity must 

be sacrificed when working at very high resolution, it i s probably only 

feasible to measure high resolution spectra of very weak bands using a super

sonic source in combination with a moderate resolution (10 to 20 meV) spectro

meter. 

At present we are using this apparatus to investigate the photoelectron 

spectra of a number of small polyatomic molecules at high resolution. 
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ANGULAR DISTRIBUTIONS OF PHOTOELECTRONS AND NONTHERMAL 
PHOTOIONS FROM ATOMS AND MOLECULES* 

J. L. Dehmer 

During the las t ten years , photoelectron angular distributions have been 

used extensively to study the dynamics of the photoionization process in atoms 

and molecules. Here we review some major advances in this body of work, 

with special emphasis on results emerging since the las t Conference on Vacuum 

Ultraviolet Radiation Physics three years ago. By far the greatest progress 

has occurred for atoms, where interest is focussed on improving our zero-

order (Hartree-Slater, Cooper-Zare) understanding of the asymmetry parameter 

3 (e ) , by considering electron correlations, relativistic effects, and anisotropic 

final-state interactions. The study of the rare gases has benefitted from 

extensive coordination between experiment and theory, whereas work on non-

spherical atoms has been mainly theoretical, with the only measurements 

being performed very recently on atomic oxygen. Angular distribution studies 

of molecules are in a much earlier stage of development. Progress has been 

impeded by the lack of practical, realist ic theoretical methods and of wave

length dependent measurements, both of which are becoming available only 

now. This recent work, together with selected topics from earlier resonance-

line work on molecules is reviewed. In addition, a new class of angle-dependent 

studies of molecules will be discussed—the angular distribution of nonthermal 

ions formed by dissociative photoionization—which provides information 

complementary to the related measurements on photoelectrons. 

* 
Abstract of an invited paper presented at the Fifth International Conference on 
Vacuum Ultraviolet Radiation Physics, Montpelller, France, 5-9 September 
1977. The full article will be published in the Journal de Physique. 



PHOTOION ANGULAR DISTRIBUTIONS IN DISSOCIATIVE PHOTOIONIZATION OF 
Hg AT 304 A * 

f 
J. L. Dehmer and Dan Dill 

Photoionization of H2 by 304 A radiation can produce the 2pa^, 2pTru, 
and 2sag repulsive s ta tes of H J . The angular distributions of energetic 
(> 2 eV) protons from these s ta tes have been measured relative to the incident 
unpolarized light beam using a rotatable hemispherical electrostat ic analyzer. 
Axial-recoil conditions apply in this situation, so that the photofragment 
angular distribution would be s in^e for pure E —Z electronic transitions and 
( l+cos^6) for pure E —n electron t ransi t ions. However, unlike photodisseda
tion processes forming neutral products, the present process also involves the 
ejection of photoelectrons with alternative symmetries, each associa ted with 
one of the above characterist ic photolon angular distributions. Consequently, 
measurement of the net photoion angular distribution in dissociat ive photo
ionization yields the branching ratio between the alternative (degenerate) 
channels available to the photoelectron. This type of information cannot be 
deduced by observing the photoelectron itself. T]ie present results indicate 
that the formation of the 2pa^ state of H J at 304 A is accompanied by ejection 
of photoelectrons with significant d-wave character. 

The measurement of angular distributions and kinetic energies of photo-

dissociation products y ie lds , respectively. Information on the symmetry and 

internal energy of the dissociating parent s ta te(s ) . This can be a uniquely 

powerful spectroscopic tool , particularly in regions of the photoabsorption 

spectrum dominated by diffuse bands which are characterist ic of repulsive 

final s t a t e s . Moreover, such measurements can provide dynamical information 

on the photoexcitation process , such as branching ratios and dissociat ion l i fe 

times. There i s significant literature on the theoretical (see, e . g . , Refs. 

1—4) and experimental (see , e . g . , Refs. 1,4-6) aspects of this facet of 

molecular photodissociation; however, it is generally confined to the spectral 

range below the ionization potential . 

* 
Summary of a paper to appear in Phys. Rev. A. 
Consul tant , RER Division. Permanent address: Department of Chemistry, 
Boston University, Boston, Massachuset ts 02215. 
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In dissociative photoionization, a new wrinkle emerges: When a 

molecular ion is produced in a repulsive state by photoionization, the process 

a lso involves the ejection of photoelectrons, which generally have available 

to them degenerate ionization channels of more than one symmetry type. Since 

the photoion angular distribution yields symmetry information about the total 

final state (molecular ion plus photoelectron), this complicates the determination 

of the symmetry of the repulsive ionic state alone. On the other hand, when 

the repulsive state is known, this affords us the rare opportunity to measure 

directiy the branching ratio for the alternative, degenerate ionization channels. 

This branching ratio cannot be obtained from the electron energy spectrum owing 

to degeneracy; and the photoelectron angular distribution yields an implicit 

function of both the branching ratio and the relative phases of the alternative 

ionization channels from which the branching ratio cannot be isolated without 

further information. Once the branching ratio Information is obtained from the 

photoion angular distribution, however, it can be combined with the photoelectron 

angular distribution data to help unravel the information contained in the photo

electron asymmetry parameter. Under favorable conditions (described in the 

paper to be published), the combination of photolon and photoelectron angular 

distributions can lead to a full determination of the dipole amplitudes and 

relative phases of the ionization channels , thus completely specifying al l of 

the dynamical parameters of the photoionization process . 

The theoretical background developed in the paper to be published can 

be summarized as follows. The differential cross section for photoions from 

dissociative photoionization of a cylindrically symmetric, randomly oriented 

target by unpolarized radiation in the dipole approximation has the form 

df^/dn^^ = (ĉ /4Tr) [1 - ( p y 2 ) Pg (cos e J ] , (1) 

CT = (4/3)Tr^ahv [D^^ + 2D^ ] , (2) 

Pm = 2[D2 - D 2 ] / [ D 2 + 2 D 2 ] , (3) 
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where the subscript m denotes molecular fragment (to distinguish from e for 

electron) and we have introduced the symbols 

for the total I.—-I. and E—n ionization strengths. Under unpolarized excitation 

conditions, therefore, pure E—E ionization yields a sin ^6 distribution and 
^ m 

E—n ionization a (1 + cos G ) distribution. In many c a s e s , including those 

treated below, a mixture of Z-*I. and E-*n transitions is allowed so that the 

net photoion angular distribution, as reflected in the value of P , gives the 
m 

relative strength of the two types of transition 
rrtV V\ ^l 1+P 
a ( E ^ n ) „^2 4 - 2 P ^ • ^""^ 

zL) m 
n 

o 

In the present experiment, 304 A radiation was used to produce the 
+ 

2pCT , 2pTr , and 2SCT repulsive s ta tes of H_. The reader is referred to the 
u u g ^ 2 ^ 

full paper for detai ls of the experiment. The potential curves of the s ta tes 
,of H„ and H^ relevant to this experiment are shown in Figure 1 to show that 

+ 
H ions from the 2p2CT will have kinetic energy in the range 7 to 10 eV, while 

+ ^ 
the two higher H s ta tes dissociate to produce slower protons. Typical data 

8 
are shown in Figure 2. Following Gardner and Samson, we assign the feature 

centered at ~ 8 eV to ions from 2pCT and the larger peak at ~ 5. 5 eV to ions 

from both the 2PTT and 2SCT s t a t e s , with the strong likelihood that the 2piT 
u g u 

state is the dominant one. 

The two spectra in Figure 2 permit the qualitative observation that the 

5. 5 eV band is peaked forward, along the direction of the light, while the 8 eV 

band i s slightly larger perpendicular to the light direction. Hence, one can 

expect that the asymmetry parameter, ( 3 ^ , will be negative for the 5.5 eV 

peak and posit ive for the 8 eV peak. This qualitative observation is put on a 

quantitative bas i s in the lower part of Figure 3 where the p ^ value was 

determined at evenly-spaced energy intervals between 3 and 9 eV. The spread 
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FIG. 1. —Selected potential energy curves 
(taken from Ref. 7) for s ta tes of H2 and H J 
which participate in dissociat ive photoion
ization at X = 304 A. The shaded region 
represents the Franck-Condon region a s s o c i 
ated with the H2X^E+ (v= 0) ground s ta te . 
(ANL Neg. 149-76-214) 

2 3 4 5 
INTERNUCLEAR DISTANCE (A) 

FIG. 2.—Photoion kinetic energy spectra for 
photoionization of H2 (X= 304 A) at two 
observation angles (0 = 20° and 90°) relative 
to the incident unpolarized light beam. The 
large peak near zero kinetic energy is com
prised mostly of H2 IsCTg ground s tate ions 
which have a thermal energy distribution. 
(ANL Neg. 149-76-197 Rev. 1) 

12 10 8 6 4 2 0 

KINETIC ENERGY (eV) 

FIG. 3.—Asymmetry parameter and resulting 
relative cross sections for T,-*!, and E—n 
type transitions for 3 to 9 eV protons produced 
by dissociat ive photoionization of H2 at 
X=304 A. 
(ANL Neg. 149-77-149) 

6 4 
KINETIC ENERGY (eV) 
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in the da ta , due to weak signal and long counting times, necessi ta ted the 

large error bars which were drawn, conservatively, to cover the range of 

variation of all runs . Despite the large uncertainty, a dramatic variation in 

the angular distribution of energetic protons from this process is observed. 

At 9 eV kinetic energy, where the protons are produced from the 2pCT s ta te , 
u 

Pjj+ = 0 . 8 6 . As the influence of the 5.5 eV peak increases at ~ 8 eV kinetic 
energy, the 3 . value begins to plummet toward i ts low value of 3 s - 0 . 3 

near 6 eV. The data exhibit a very gradual net rise between 6 and 3 eV which 

we are not sure is significant. 

The net ratio of cross sections for Z-^I. and E—n transitions are given 

in the upper part of Figure 3 . This curve has been deduced from the 3 + 

curve using Eq. 6, and the error bars have been omitted. The limit of 

a(E—E)/CT(E-*n) ^ 0.82 at 9 eV can be taken as representative of dissociat ive 

photoionization via the H. 2pCT s t a t e . This indicates 
2 u 

a(E-*n)"CT - ° - S 2 
•n 

g 

where the subscripts denote the photoelectron's symmetry so that production of 

•n photoelectron is ~20% more probable than production of CT photoelectrons 

in connection with protons formed with ~ 9 eV kinetic energy. Since TT and 
g 

CT wavefunctions have i = 2 and i = 0 lead terms respectively (in a spherical 

harmonic representation) this observation implies that d waves contribute 
o 

strongly to photoionization of H at X = 304 A. The importance of h igh- i 
9 partial waves to molecular photoionization has been recently emphasized 

in photoionization of heavier first-row diatomic molecules. We re-emphasize 

that this partitioning of excitation probability between degenerate ionization 

channels would not be possible by measurements on the photoelectrons them

s e l v e s . This new Information provides a very detailed check of future theoret

ical calculat ions of dissociat ive photoionization of hydrogen, and, moreover, 

could be combined with photoelectron angular distributions to help unravel 

the relative phases of the alternative photoionization channels . 
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PHOTOELECTRON ANGULAR DISTRIBUTION AND BRANCHING RATIOS FOR 
ATOMIC OXYGEN AT 304 A * 

J. L. Dehmer and P. M. Dehmer 

The importance of atomic oxygen in the upper atmosphere and as a 

prototype open-shel l atomic system has stimulated several theoretical inves t i -
1—9 7—9 

^ gations of both i t s Integrated and differential photoionization cross 
7 8 

sect ions . Recently, Starace et a l . and Manson et a l . have computed photo

electron angular distributions and branching ratios for the processes 

0(2p P) —O (2p S , D , P°) + e~ using both Hartree-Slater and Hartree-

9 
Fock models . Smith subsequently expanded on this by Incorporating inter-
channel coupling in the final s tate by means of a close-coupling scheme, 
achieving good overall agreement with the earlier work. Measurements of the 
branching ratios for production of the S , P , and D states of O at 

o 10 
584 A, by Samson and Petrosky, and of the photoelectron angular distributions 

4 o 2 o + o o 11 
of the S and D s ta tes of O at 736 A and 584 A by Samson and Hancock 
exhibit good agreement with theory. Here we present photoelectron angular 

o 

distributions and branching ratios for atomic oxygen at 304 A in order to provide 

a high kinetic-energy tes t of the theoretical calculat ions . 

A microwave discharge was used to produce atomic oxygen in a mixture 
3 - 1 ° 

with O-X E and 0„ a A . A 584 A photoelectron spectrum in the range 
2 g 2 g 

11 eV < l . P . < 14 eV is shown in Figure 1 to indicate the presence of these 
spec ie s . 

In Figure 2 we show our D / S and P / S branching ratio measure-
1 n 

ments at 304 A, the 584 A measurements of Samson and Petrosky, the 
7 

Hartree-Slater resul ts of Starace et a l . , and the close-coupling resul ts of 
3 7 Henry. The Hartree-Fock and Hartree-Slater results of Starace et a l . agree 

very well and only the lat ter are plotted in Figure 2. Here we see that the 

experimental points agree best with Henry's velocity resu l t s , although this 

conclusion is only tentative owing to the large error ba r s . 

Summary of a paper published in J. Chem. Phys. 17 , 1782 (1977). 
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FIG. 1 . - -He l (584 A) spectrum of the 
products of a microwave discharge in 
O2 in the range 11 e V < I . P . < 14 eV. 
(ANL Neg. 149-77-6) 
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FIG. 2.—Comparison of the 
experimental 2 D ° / 4 S ° and 
2pO/4s° branching ratios 
presented here (•) and by 
Samson and Petrosky 10 (o) 
with the Hartree-Slater results 
of Starace et a l . ^ (—) and the 
close-coupling length ( - . - . ) 
and velocity ( ) results of 
Henry.3 (ANL Neg. 149-77-35) 

In Figure 3 we show our 304 A measurement of the photoelectron angular 
+ 4 o 

distribution accompanying the production of the O S s ta te , It shows good 
7 9 

agreement with the theoretical results by Starace et a l . and Smith, as does 
o 

the 584 A measurement by Samson and Hancock. 

Therefore, although the data are sti l l extremely sparse , in every case 

they are in good agreement with existing theoretical treatments at the Hartree-

Slater, Hartree-Fock, and close-coupling l eve l s , confirming the conclusion of 

FIG. 3.—Comparison of theoretical and 
experimental results for the photoelectron 
angular distribution accompanying photo
ionization of atomic oxygen to form O"*" S° . 
Theoretical results Include the Hartree-Fock 
results of Starace et a l . ^ (SMK-L,V) and the 
close-coupling resul ts of Smith^ (S-L,V). 
The 304 A data point i s from the present work 
and the 584 A point is that of Samson and 
Hancock. •'•-̂  
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7 8 
Starace et a l . and Manson et a l . that electron correlation effects play a 
minor role in the first-row atoms, even in open-shell c a s e s . 
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SHAPE RESONANCE EFFECTS IN X-RAY ABSORPTION SPECTRA OF MOLECULES 

Dan Dill and J. L. Dehmer 

X-ray absorption within molecular K shel ls acts as a highly localized 

source of electric-dipole excitation, with i = 1 (p symmetry) about the atomic 

excitation center. Over characterist ic, narrow energy ranges , the molecular 

potential supports penetration by high-i components of the excited state into 

the molecular core, where they are strongly coupled by the anisotropic 

molecular field to the i = l excitation. As a resul t , molecular inner-shel l 

spectra exhibit strong concentrations of oscillator strength in narrow bands 

both above and below the ionization threshold, in contrast to the monotonic 

decrease characteristic of the corresponding free-atom spectra . This mech

anism of shape resonance effects in molecular inner-shel l absorption spectra 
1,2 

has been elucidated by application of the multiple scattering method ' to the 

calculation of these spectra (see, e . g . , Ref. 3). This work is reviewed and 

extended, emphasizing (1) distribution of oscillator strength over the entire 

spectrum, (2) symmetry properties of resonant features in the ionization contin

uum as probed by photoelectron angular distribution measurements, and (3) a 

new, electron-optical interpretation of molecular resonance effects. Examples 

will include N , CO, NO, O , the hydrogen hal ides , and the diatomic halogens, 
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July 1977, Paris. (Book of Abstracts, Commisariat a I'Energie Atomique, 
Paris, p . 1182.) 
'Consultant, RER Division. Permanent address . Department of Chemistry, 
Boston University, Boston, Mass . 02215. 
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MOLECULAR EFFECTS ON INNER-SHELL PHOTOIONIZATION. ELECTRON-
OPTICAL ORIGIN OF THE SHAPE RESONANCES IN THE K-S.HELL SPECTRA OF CO' 

J. L. Dehmer and Dan Dill 

Integrated and differential photoionization cross sections are 

obtained for the K shells of CO using the multiple-scattering model. "̂  A 

shape resonance in the CT(X= 0) ionization channel i s populated by excitation 

of the K shell of either oxygen or carbon. As seen in Figure 1, the greater 

strength of the carbon K spectrum indicates that this quasldiscrete resonance 

state is concentrated more heavily on the carbon end of the molecule. This 
2 

CT resonance in CO is closely related to the CT resonance in N„, both being 
u 2 

dominated by f-wave character at large r. Experimental evidence^ ' ^ for the 

occurrence and nature of these resonances will be discussed in the paper to 

be published. 

In this work, we emphasize that cross sections for inner-shel l photo

ionization of molecules are governed by electron-optical properties, e . g . , 

photoelectron transmission functions and phase shifts, of the molecular field. 

As an example, the integrated cross sections for the K-shell spectra of CO are 

analyzed in terms of the amplitudes of the photoelectron's wavefunction at the 

atomic nuclei , using the relation 

|)Tr2ahvR V lA^'h^ 
9 p-^s / J . I iX ' 

Here R i s the dipole matrix element for excitation of a K-shell electron to 

a p wave with energy-independent normalization at r — 0 , and A" normalizes 

this p wave to incoming-wave normalization corresponding to a particular 

(i,X) component of the total f inal-state wavefunction at r—oo. Mechanis t ic

al ly, R ^^ corresponds to the photoabsorption step and A correspond to 

* 
Summary of a paper to be submitted for publication. t 
Consul tant , RER Division. Permanent address: Department of Chemistry, 
Boston University, Boston, Mass . 02215. 
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FIG. 1. —Integrated photoionization 
cross sections for the K shells of CO 
and N2. 
(ANL Neg. 149-76-90) 

the escape of the initial p wave to infinity in the (i ,X) component of the final-

state wavefunction. This separation is useful when the photon is absorbed 

in a localized region of space near an atomic nucleus , thus rendering R 
p s 

insensit ive to variations of photon energy smaller than the init ial s ta te 

binding energy. This circumstance, then, i sola tes any rapid variation in the 

energy dependence of the process in the factor A , whose square can be 

identified as the relative transmission function of the molecular field for a 

component of the photoelectron's wavefunction. This electron-optical point 

of view has been discussed extensively in the context of atomic f ie lds . 

The main difference in the case of molecules i s that the anisotropic molecular 

field can scatter a given i in an atomic core into a range of i ' s at r—<», 

and each combination must be characterized by a "transmission coefficient. " 

Figure 2 shows the square of this function for the X=0,1 ionization 

channels available for photoionization of the carbon and oxygen K shells of 

CO. The most striking feature here is the strong spike in the squared ampli

tude function for X= 0 at the kinetic energy of the shape resonance in Figure 1. 

Comparison of the ordinate scales shows both that this peak is stronger on 

the carbon end than on the oxygen, and that , at the resonance posit ion, the 

X=0 amplitude is much larger than the X= 1 amplitude. Furthermore, it can 

be seen in Figure 2 that the i = 3 component i s mainly responsible for the X= 0 

shape resonance, although i = 0,2 components are non-negligible . 
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DETECTOR-INTEGRATED ANGULAR DISTRIBUTIONS: CHEMISORPTION-SITE 
GEOMETRY, AXIAL-RECOIL FRAGMENTATION, AND MOLECULAR-BEAM 
ORIENTATION* 

Scott Wallace and Dan Dill* 

The seemingly diverse problems of chemisorption-site geometry, 

orientation of species in molecular beams, and the axial recoil of molecular 

photofragments can be analyzed by means of the dependence of photoexcita

tion on target orientation. Expressions are derived for this orientation 

dependence in terms of the electr ic-dipole excitation amplitudes of the target . 

For cylindrically symmetric targets a particularly simple single-parameter 

distribution 1 + P™?,, (cos 9 ) i s obtained, analogous to the Yang-theorem 

result 1 + 3p,Pp (cos 9 ) familiar from random molecule-photoelectron angular 

distributions (T denotes target , D denotes detector) . For targets of arbitrary 

symmetry the distribution has a maximum harmonic dependence of second 

order and is completely characterized by, at most, eight parameters in addition 

to the overall cross sect ion. The special utility of elliptically polarized 

light i s a l so d i scussed . 

* / 
Abstract of paper to be published in Phys. Rev. B 17_, xxx (1978). 
Appointee, Center for Educational Affairs Thesis Parts Program, June 1 -
Augus t31 , 1977. Present address : Department of Chemistry, Boston Univer
s i ty , Boston, M a s s . 02215. 
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EVALUATION OF ELECTRON-MOLECULE COLLISION CROSS SECTIONS 
GOVERNING THE ELECTRICAL CONDUCTIVITY OF MHD PLASMAS 

J. L. Dehmer and Dan Dill 

The current effort to develop efficient coal-fired MHD power genera

tors has created the need to evaluate real is t ic electron-scattering cross 

sections for many of the compounds of S, N, C, O, K, Si, e t c . present in 

the MHD plasma. These basic cross sections govern the electrical conduct

ivity of the MHD system and are, therefore, required to effectively model its 

efficiency and to Identify molecular species which are especial ly detrimental 

to the performance of the system. Unfortunately the range of electron energies 

(0-10 eV) and the variety of molecular targets relevant to this problem are not 

straightforwardly handled by present experimental or theoretical methods. 

This has stimulated recent work to deal with various aspec ts of the problem, 

as evidenced by the papers presented in this sess ion . The emphasis of the 

present work is on flexibility, so that a large sampling of important molecular 

targets can be treated in a real is t ic , quantum-mechanical way, regardless of 

the size of the target system. Here we report on the initial testing of the 

multiple-scattering method (MSM) as a means of achieving the required flexi

bility in the calculation of cross sections for electron-molecule scattering. 

The formulation of a MSM approach to electron-molecule scattering 
1,2 and molecular photoionization is well documented elsewhere, ' so we will 

give only a very brief summary of the method here. Briefly, the model i s 

based on partitioning the molecular field into closely packed spherical regions 

centered on each atomic site and one surrounding the molecule. The one-

electron wavefunctions are obtained by enforcing appropriate boundary condi-

* 
Extended abstract of paper presented at the Conference on High-Temperature 
Sciences Related to Open-Cycle, Coal-Fired MHD Systems, Argonne National 
Laboratory, April 4 - 6 , 1977, ANL-77-21, pp. 9 1 - 9 3 . 

Consultant, RER Division. Permanent address: Department of Chemistry, 
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tions at the nuclei and at infinity, and by requiring that the wavefunction and 

its derivative be continuous on the spherical boundaries in the molecular field. 

Hence, the wavefunctions have full molecular symmetry, are mutually ortho

gonal, and have the appropriate long-range behavior, e . g . , a phase-shifted 

outgoing-wave-normalized plane wave for electron-molecule scat tering. More

over, the MSM accurately describes the nuclear singularities which are 

distributed throughout the molecular field. This is essent ia l to the real is t ic 

treatment of electron-molecule dynamics. The main drawback is the approxi

mate form Imposed on the potential in order to achieve separability of the 

multicenter molecular field. The usefulness of MSM in the study of molecular 
3 -6 

photoionization has already been demonstrated in our first application: 

K-shell photoionization in N- and CO. We were able to real is t ical ly reproduce 

the entire discrete and continuum experimental spectrum and interpret the novel 

features as shape resonances stemming from i = 2 and 3 components of the 

f inal-state molecular wavefunction. 

We have just completed the first application of MSM to electron-

molecule scattering: integrated elast ic e-N_ scattering over the range 0 to 

1000 eV. This system represents a stringent tes t of the MSM since the 

distinctive TT shape resonance at 2 .4 eV has been well characterized (see, 
g 

e . g . , Ref. 7), and accurate absolute cross sections over the entire range are 
8 

avai lable . Our resu l t s , reported fully elsewhere, can be summarized as 

follows: (1) Semiquantitative agreement is achieved over four decades of the 

incident energy spectrum; (2) good agreement is obtained for the position and 

magnitude of the TT shape resonance at 2 .4 eV incident energy; and (3) sub -

resonant features in the CT and 6 channels are observed between 5 and 25 eV 
u g 

incident energy. This prototype study is very encouraging, although we are 

pursuing means to improve aspects of the computed cross sections which do 

not agree quantitatively with experiment, e . g . , the excess CT cross section 
y 

near zero incident energy. 

Since our main thrust i s to treat more complex systems, we have 

recentiy generalized our code to treat molecules of arbitrary symmetry in a 

symmetry-adapted b a s i s . We now have some preliminary resul ts on e las t ic 
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electron scattering from SF,-. The routine manner in which this 70-electron 
b 

system was handled bodes well for extensive application of the MSM to the 

large variety of molecular species present in the coal-fired MHD system. 

The main features emerging from the e-SF_ calculation are shape resonances 
b 

in the t , t„ , and e e last ic scattering channels . There is experimental 
lu 2g g 

evidence^ for the t̂  resonance, although it was not identified as such. The 
lu 

other resonances have not been observed owing to the sparsity of data in the 
range 0 to 50 eV. It is instructive to note that the dominant features in inner-

10 shell photoionization of SF_ are closely related to these e -SF . resonances . 

The close interconnection between strong spectral features in photoionization 

and electron-molecule scattering is a very Important tool for Interpreting and 

gaining insight into continuum properties of molecules. 

The work to date has concentrated on systems whose cross sections 

are dominated by short-range, electron-core interact ions. The resul ts have 

indicated the wide-spread presence of shape resonances in the kinetic energy 

range from 0 to 10 eV and underline the need for a quantum mechanical treatment 

of this part of the problem. We are now adapting our treatment of the external 

field surrounding the molecule to enable incorporation of dipole, quadrupole, 

e t c . moments in our calculation. At this stage it will be appropriate to 
11 incorporate the frame-trans formation techniques described by Chang and Fano 

in order to achieve a unified, efficient means of treating cases in which both 

long-range and short-range interactions contribute in a non-negligible way. 
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DIFFERENTIAL ELASTIC ELECTRON SCATTERING CROSS SECTIONS FOR Ng 
FROM 0 TO 30 eV* 

t t± 
Jon Siegel, Dan Dill , ^ and J. L. Dehmer 

As part of our program to compute cross sections for electron scattering 
1 

from complex molecular targets , we recently tested the continuum multiple-
2 3 scattering method ' by computing the total e las t ic cross section for N^ 

between 1 and 1000 eV. The highly simplified potential (potential A in Ref, 1) 

adopted for low incident energies (approximately 0 to 30 eV) succeeded in 

reproducing the well-known TT shape resonance (see for example, Ref. 4) 
y 

at 2.4 eV, but generally tended to overestimate the magnitude of the cross 

section. At energies below the resonance, this was traced to an overestimate 

of the cross section in the CT channel, but at higher energies i t was felt that 
g 

the source of the problem could be traced only with the aid of the differential 

cross section (DCS), which we report here for kinetic energies from 0 to 30 eV. 

In fact, the overall agreement between our DCS and both experiment and more 

laborious calculations is much better than that observed for the integrated 

cross section. The overestimate in the integrated cross section above the 

resonance position was traced to scattering angles near 90° (weighted heavily 

in the integrated cross section) which becomes apparent only when the DCS 

is expanded in a semilog plot. This prototype calculation shows that the 

multiple-scattering potential generally predicts the DCS rather well , and 

pinpoints the angular range where improvements are most needed, under

scoring the fact that the DCS is a much more definitive tes t of a theoretical 

procedure than the integrated cross sect ion. 

Details of the calculation are given in the paper to be published. 

Here we will only summarize the resu l t s . Figure 1 shows the DCS calculated 

at 81 energies from 0.001 to 2.0 Ry using potential A from Ref. 1. The DCS 
* 

Summary of a paper to be published in Phys. Rev. A, 
t 
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FIG. 1.—Electron-nitrogen differential scattering cross section from 0.001 
to 2.0 Ry. 

is Isotropic near zero kinetic energy where centrifugal forces exclude all 

except the ( i ,X)= (0,0) partial wave. As the energy increases , backsca t te r -

ing dominates briefly, until the TT shape resonance is reached at 0.18 Ry 

(2.4 eV). The d-wave ( i = 2) character of the 2.4 eV resonance stands out 

dramatically in this differential scattering surface. Above 0.5 Ry the spectral 

variation becomes more gradual and the angular distribution becomes progres

sively more peaked in the forward direction, as the electron transfers l e s s and 

less momentum to the target. Note the strong resemblance to the experimental 

differential scattering surface plot in Fig. 30 of Ref. 5 . 

Figure 2 shows s l ices of the DCS surface at eight energies between 
6-9 

1.4 and 30 eV, for which comparison with other experimental 
.10-15 

and theoret

i c a l ' " "" work is poss ib le . The construction of Figure 2 requires some 

explanation. For those cases in which the experimental data were reported.on 

a relative sca l e , we normalized the entire set of data to our calculat ions at 
c 

a single energy and angle: Ehrhardt and Mllmann at 2.4 eV, 90°; Shyn 
7 9 

et a l . at 5 eV, 30°; and Finn and Doering at 15 eV, 30° (their 24 eV data 
o 

are included in our 25 eV plot) . The data of Srivastava et a l . were put on an 
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FIG. 2.—Comparison of experimental and theoretical results for the e-N2 
differential cross section between 1.4 and 30.0 eV. Theoretical results 
include: — , this work; , Chandra and Temkin;10 . . . . , Buckley . 
and Burke; ^ ̂  - . - . - . , Davenport et a l . ; ^ 2 _ . . _ , . _ . Chandra and Temkin; 
—. —. —. Truhlar et a l . ; ^^ and — . , — . . — , Brandt et a l . ^ ^ Experimental 
results include: v , Ehrhardt and Willmann; 6 o, Shyn e t a l . ; 7 A, Srivastava 
et a l . ; ^ and x, Finn and Doering.9 

absolute scale by the authors. Theoretical results were, of course, already 

on an absolute sca le . In making a comparison with the "hybrid" theory results 
10 of Chandra and Temkin, which exhibit the vibrational structure of the TT 

g 
shape resonance, we chose their 2 .3 eV data as most comparable with our on-

12 resonance resul t s . Similarly, we followed Davenport et al , 

their 6 eV results with the 5 eV experimental data. 

in comparing 
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Several aspec ts of the comparison in Figure 2 are worth noting. First , 

below resonance at 1.4 eV, our resul ts agree very well with both experiment 

and the more sophist icated calculation of Chandra and Temkin. Second, at 

the 2.4 eV resonance the two fixed-nuclei theories agree exactly with one 

another and are considerably in excess of the Chandra-Temkin result , which 

is reduced and broadened by vibrational effects. Third, at 5.0 eV, our resul ts 

and those of Chandra and Temkin show a turnover near 0= 0 in agreement with 

experiment. Results from Refs. 11 and 12, which include only X ^ 2, continue 
14 

to increase monotonically as 9 — 0. The results by Truhlar et a l . show poor 

agreement with experiment and the other theories . Fourth, in the second row 

of Figure 2, one is struck with the exceptionally good agreement between 

experiment and the multiple-scattering calculation. Only when the near-zero 

cross sections at 9 ~ 90° is blown up on a semilog plot, are the imperfections 

in the theory made apparent. Thus, in the third row of Figure 2, a systematic 

disagreement between theory and experiment for right-angle scattering clearly 

emerges. We believe this accounts for the observation that the theoretical 

integrated cross section from Ref. 1 uniformly exceeds the experimental results 

in this energy region. 

The present results and those of Ref. 1 indicate that the multiple-

scattering method can produce a real is t ic description of the electron-molecule 

scattering p rocess . In view of the major approximations adopted in this 

preliminary study, the results must a t tes t to the Importance of an accurate 

representation of the electron-molecule interaction in the atomic core regions, 

which is accomplished in the multiple-scattering potential . Thus, we feel 

confident in attempting similar calculations on more complex ta rge ts , for which 

more sophisticated treatments are not yet pract ical . At the same time, i t i s 

necessary to develop a more ab initio means of producing the potential which 

represents the electron-molecule interaction. Several possibi l i t ies were 

touched upon in Ref. 1, e . g . , incorporating the scattered electron in a self-

consis tent field procedure in determining the effective potential . The present 

DCS work contributes significantiy to this by clearly displaying the source of 

the disagreement present in the integrated cross section so that the effect of 

future improvements can be unambiguously monitored. 

77 



References 

1. D. Dill and J. L. Dehmer, Phys. Rev. A H , 1423 (1977). 
2. D. Dill and J. L. Dehmer, J. Chem. Phys. H , 692 (1974). 
3 . J. Siegel, D. Dill , and J. L. Dehmer, J. Chem. Phys. 14 , 3204 (1976). 
4 . G. J. Schulz, Rev. Mod. Phys. 41 , 378 (1973). 
5. D. C. Cartwright, A. Chutjian, S. Trajmar, and W. Williams, Phys. Rev. 

A H , 1013 (1977). 
6. H. Ehrhardt and K. Willmann, Z. Physik 204, 462 (1967). 
7. T. W. Shyn, R. S. Stolarski, a n d G . R. Carignan, Phys. Rev. A 1 , 

1002 (1972). 
8. S. K. Srivastava, A. Chutjian, and S. Trajmar, J. Chem. Phys. 14 , 

1340 (1976). 
9. T. G. Finn and J. P. Doering, J. Chem. Phys. H , 4399 (1975). 

10. N. Chandra and A. Temkin, Phys. Rev. A 1 3 , 188 (1976). 
11 . B. D. Buckley and P. G. Burke, J. Phys. B H , 725 (1977). 
12. J. W. Davenport, W. Ho, and J. R. Schrieffer, Phys. Rev. B, to be 

published. 
13. N. Chandra and A. Temkin, J. Chem. Phys. H , 4537 (1976). 
14. D. G. Truhlar, M. A. Brandt, A. Chutjian, S. K. Srivastava, and S. 

Trajmar, J. Chem. Phys. 15 , 2962 (1976). 
15. M. A. Brandt, D. G. Truhlar, and F. A. Van-Catledge, J. Chem. Phys. 

6±. 4957 (1976). 

78 



A NEW AID TO THE CLASSIFICATION OF FESHBACH RESONANCES: Ne, Kr, Ar, 
ANDXe * 

David Spence 

Using published values of resonance energies E ,«i in the rare gases 

Ne, Kr, Ar, and Xe, together with the known ionization potential I(m), we show 

that an empirical relation between E and I(m) may be expressed as 

E , . , (m) = A „-,I(m) + B . , , , (1) 
nii' n£i' nil' 

where E . , , i s the nth resonance with excited angular momenta i. and i ' in 
n i i — 

atom (m), and A ,,, and B ,^, are constants which are independent of atomic 
n i i ' nil' 

species m. 

A graphical presentation of this relation i s shown in Figure 1 where we 
1 

have plotted the resonance energies detennined by Sanche and Schulz and 
2 

by Brunt et a l . as functions of ionization potential I(m). Figure 1 shows how 

resonances of a given electron configuration (Indicated above) l ie with a high 

degree of precision on the plotted straight l ines . 

One should note that these data represent only those resonances 
2 

associa ted with P3 ion cores . Of the 50 to 55 known resonances with this 
1 

ion core, 46 are incorporated in Figure 1, showing the great power of this 

simple classification scheme. The precision to which these data fit the l e a s t -

squares straight l ines i s i l lustrated more clearly in Table 1, which indicates 

the deviation of each point from the l i nes . In most c a s e s , the deviation is 

< 20 meV, well within the experimental accuracy, stated to be 50 meV. 

Thus, we see that most resonance energies E 1 in the rare gases 

Ne, Ar, Kr, and Xe can be fitted to a se t of straight l ines by the formula 

where I(m) i s the ionization potential of species m and A^^^, and B^^^, are 

constants independent of m. The binding energy (BE) of a pair of excited 

Summary of a paper published in Phys. Rev. A 1 5 , 883 (1977) 
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FIG. 1.—Plots of resonance energies E n i i ' v s . the appropriate ionization 
potential I . Data a j tabulated by Sanche and Schulz^ (light points) , bg, hj -h^ 
measured from spectra of Sanche and Schulz, all other data from Brunt et a l . 2 
(heavy points). Only resonances associated with np^(2pi) ion cores are plotted 
for the sake of simplicity, although ^pi ion core resonances tabulated in 
Refs. 1 and 2 will also fit these same plots . Almost all known resonances in 
Ne, Ar, Kr, and Xe are incorporated in this figure, of which about 75% fit the 
plots of E n i i ' = Ani i ' I + Bnii to better than 0.02 eV. Only three points are more 
than 0.04 eV of these p lo ts . (ANL Neg. 149-76-260) 

electrons to the positive ion core is then given by 

BE = I(m) - E 
n i i ' m 

nil' ' (3) 

Table 1 shows that as the orbital angular momenta of the excited electrons in

crease, A ^ «i ~* 1 / and the binding energy of the pair of electrons is simply 

B , , i . e . , it is independent of atomic spec ies . This is eas i ly understood 

because as I inc reases , the excited electrons are held out from the ion core 
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TABLE 1. Difference, AE, between measured and calculated resonance energies obtained 
using Eq. 2 . A ., and B , are obtained by a l eas t - squares fit to the da ta . 

-0.02 

0 

Ne 

0.04 

+0,01 

^3 
0.013 

^1 
0,01 

^1 
0,006 

N 

-0 ,018 

^1 
-0 ,011 

^1 
0.00 

N 

AE (eV) 

Ar 

0.07 

-0 .021 

^1 
-0 .03 

-0 .003 

-0 .003 

O 

0,085 

0.003 

\ 

Kr 

- 0 , 0 1 

^0 
-0 .02 

- 0 , - 3 7 

0.03 

" l 

0.014 

0.001 

o 
-0 ,035 

S 

-0 .012 

T 

0.04 

\ 

Xe 

0.01 
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0.043 

0.001 

'^l 
-0 .007 
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-0 .004 

P 

-0 .03 

^it' 

0.868 

0.878 

0.903 
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0.947 

0.950 

0.963 

0.974 

0,982 

1.014 

^iV 

-2 .644 

-2.599 

-2 .574 

-2 .488 

-1 ,990 
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-1 ,799 

-1 .296 

-1 .122 

-1 .292 

Probable configuration 

n p ^ ^ P 3 ) ( n + l ) s ^ 
2 

n p ^ ( ^ P 3 ) ( n + l ) s ( n + l)p 
2 

np^^P3)(n + l)p^ 

np^^P3)(n + 2)s^ 
2 

n p ^ ^ P 3 ) ( n + l ) d ^ 
2 

0.00 +0.03 

0 1.001 -0.948 
+0,01 -0 ,004 +0.04 -0 .01 

"3 "3 "3 "3 
+0.01 -0 .02 +0.02 -0 .02 

1.009 -0 ,947 

"4 "4 4 4 
+0.01 - 0 . 0 1 +0,03 0.00 

1.004 -0 .758 

9 9 9 

^Resonances a^ , b ^ , h^h^h^h^ from Ref. 1. All others from Ref, 2, 
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by a centrifugal barrier and their penetration into the core is small . Thus for 

high I, the excited electrons simply see unit charge at the core and their 

binding energy is independent of m. 

For low i , however, the excited electrons can penetrate significantly 

into the core, although this penetration will decrease with increasing numbers 

of closed shel l s , due to Pauli exclusion. Thus, qualitatively, one expects a 

decrease in binding energy for a pair of electrons of given (low) quantum number 

{l,V) along the sequence Ne, Ar, Kr, Xe. At present it i s not clear why in 

such cases a strict linearity of binding energy with I i s maintained. However, 

this strict linearity, and the fact that A , i s very close to unity, does 

demonstrate that for Feshbach resonances excited electron dynamics are dom

inated by electron-electron interactions in the external field of the ionic core, 

so that the minor role played by electron interactions within the ion core can 

be represented by a single energy-independent parameter similar to the quantum 

defect used in Rydberg state ana lyses . The same conclusion has been reached 
3 

by Read from other considerations. 

Finally, we would like to point out that Eq. 2 can be used to predict 

resonance energies in helium, although in this case there is a systematic error 

of about 0.5 eV between the predicted and measured energies . No doubt the 

reason for this discrepancy is the fact that He does not naturally fall into the 
3 

family Ne, Ar, Kr, Xe, as pointed out by Read et a l . 
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EXCITATION OF RYDBERG STATES IN O . BY LOW ENERGY ELECTRON IMPACT 

David Spence and R. H. Huebner 

Discrete features superimposed upon the slowly varying Schumann-

Runge background continuum of O were first observed in electron-impact 

energy-loss spectra by Schulz and Dowell. They used the trapped-electron 

technique, and other than correlation of several peaks with a few features 
2 

observed in the optical absorption spectrum of Watanabe et a l . , no detailed 

interpretation was possible because of poor energy resolution. 

Recently this same energy regime of O has been studied in more detail 
3 

by Trajmar et a l . using a hemispherical monochromator-analyzer operating at 
3 

high resolution and capable of making angular measurements. Trajmar et a l . 

found the discrete spectrum of O to be extremely rich, and tentatively a s s ign -
3 1 

ed several peaks to two vibrational series associated with the n and n 
3 g g 

Rydberg s ta tes of O . The apparatus of Trajmar et a l . was operated in the 

"constant-residual-energy" mode, and measurements were made for final 

(scattered) energies between 0.2 and 8.0 eV in steps of about 0 .5 to 1.0 eV. 

Their spectra were complicated by the fact that some peaks appeared to shift 

in energy as a function of scattered energy, and they suggested this might be 

due to structures in the background continuum caused by decay of negative-ion 
4 

states which are known to exist in this energy region. Such a decay process 

would cause shifting structures if an apparatus were operated in the constant-

residual-energy mode (see Eqs. 1 and 2, Ref. 5). 

Using a modification of the trapped-electron technique, we have 

studied discrete excitation in the energy region of the Schumann-Runge con

tinuum of 0 „ . Our technique also detects electrons of constant residual energy 

as a function of incident electron energy, and structures in the spectra are 

proportional to the total ( i . e . , integrated w . r . t . angle) cross sections for 

Summary of a paper presented at the 30th Gaseous Electronics Conference, 
Palo Alto, October 1977. 
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electron impact. This technique is analogous to that used by Trajmar et a l . , 

who measured a signal proportional to the differential cross sect ion. However, 

using a much closer mesh of different residual energies (0.05 eV as opposed 

to 0.5 to 1.0 eV), our measurements indicate the very rapid variation in cross 

sections within 1.0 eV of thresholds shown in Figure l , where we have plotted 

the Inelastically scattered current as a function of incident electron energy for 

several values of fixed scattered (final) energy E . Note not only the rapid 
R 

variation in cross sect ions, but also the apparent peak shifts , for example 

peak B. 

1 ' I ' \ ' r 
O2 A B C O E F G H I 

ER = 0.20eV 

7.0 8.0 9.0 
ENERGY LOSS (eV) 

100 

FIG. 1.—Spectra of inelas t ical ly scattered 
electrons in O2 as a function of energy 
loss for different values of final (scattered) 
electron energy. 
(ANL Neg. 149-77-437) 

Interpretation of Figure 1 is facilitated by the matrix shown in Figure 2 

Here we have plotted the peaks and shoulders appearing in Figure 1 as a 

function of energy for different values of final electron energy (E ) . The neg-
R 

ative ion (Feshbach resonances) energy locations plotted on the bottom of 

Figure 2 are obtained from Sanche and Schulz. In this matrix, for constant 

residual energy operation, discrete inelast ic features will appear as a series 

of vertical dots (crosses), whereas resonances decaying into background 

continuum will appear as dots (crosses) lying along the sloping solid l ines 

( i . e . , the structure will appear to shift down in energy by an amount equal to 
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PEAK LOCATION (eV) 
10.5 

FIG. 2.—Matrix of peaks 
(solid circles) and shoulders 
(crosses) of Figure 1. Feshbach 
resonance locations are plotted 
on the bottom. Vertical l ines 
represent discrete inelas t ic 
p rocesses , and the sloping 
l ines identify structures in the 
background continuum caused 
by the decay of Feshbach 
resonances . 
(ANL Neg. 149-77-436) 

the final energy (E ) . 
R 

One should note that for values of E at which a sloping line pas ses 
K 

through a vertical l ine , that particular resonance will decay into a discrete 

state and should cause resonant enhancement of that s t a te . For example, note 

resonance 9 , as E inc reases , will first enhance structures E, then D, C, f 
K 

(B of Figure 1), as is indeed observed in Figure 1. 
Though the spectrum is very complicated for low E below incident 

R 

energy « 9.0 eV, this plot demonstrates vividly that the suggestion of Trajmar 

et a l . concerning shifting peaks is indeed true. 

Whereas Trajmar et a l . assigned the lowest Rydberg state of O , the 
3 

II s t a t e , to a vibrational sequence d, f, C, D, E, Fof Figure 2 starting at 
y 

8.15 eV, this would make the electron affinity of this s tate only 0.10 eV 

( d - 1 ' eV). This value is extraordinarily low for a low-lying molecular Rydberg 

s t a t e . Using Eq. 4 of Ref. 7 and a reasonable value of 0.26 for the electron 

screening constant would place the lowest Rydberg state of O at 8.60 eV 

rather than 8.15 eV, i . e . , the location of C, Figure 2 . Though this approxi

mation i s , to some extent, crude, i t has proved useful in predicting Rydberg 
g 

State energies in many more complicated molecules to an accuracy of about 
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3 
0.12 eV. Our estimate of the location of the n s ta te i s supported by 

9 
a priori calculations of Saxon et a l . However, such an assignment leaves 

us an open question—the Identity of the discrete structures below 8.60 eV. 

Additional measurements and calculations will be necessary to resolve this 

question. 
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A POSSIBLE NEW MECHANISM FOR THE PRODUCTION OF FAST (0 to 1.5 eV) 
N ATOMS IN THE UPPER ATMOSPHERE* 

David Spence and P. D. Burrow 

Many previous measurements of threshold electron spectra in N_ at 

low incident energy (< 15 eV) have Indicated a sharp rise in signal at approxi-
1 2 

mately the dissociation limit, ' followed by a slow decrease in signal over 

the next 1.5 eV. All previous measurements of this prominent feature have 

been limited to essent ia l ly zero scattered electron energy (e .g . , the SF-
2 1 

scavenger and the trapped-electron method )'. Using a modified AC trapped-
3 

electron technique we were able to measure slow scattered electrons at other 

than zero energy as a function of incident energy. Our measurements shown 

in Figure 1 indicate that the triangular-shaped structure at 9.7 eV has an 

essent ia l ly vertical onset at the dissociation limit (within 0.05 eV), and that 

this structure disappears for scattered energies (=E ) other than zero, at l eas t 
K 

within our resolution of about 0.12 eV. The question is "What type of 

mechanism will cause the production of only zero energy electrons? " Stated 

sllghtiy differently, what mechanism will cause an incident electron to lose 

all of i t s energy and lose none if the Incident energy is above the threshold 

for excitation of this process? Obviously some type of resonance mechanism 

is involved. One answer to the above questions would be that in the range 

9.7 to « 11.0 eV there is a whole series of inelast ic cross sections which peak 

at threshold and are zero thereafter. However, this seems highly unreal i s t ic . 

We would like to propose a new type of mechanism to answer the 
above quest ions . 

Referring to the schematic potential energy diagram of N„ shown in 
2 - 4 

Figure 2, we have sketched in the well-known X n(N,) s t a te , whose minimum 
4 - 3 

is located at about 2 .3 eV and whose dissociation limit is N( S) -i-N ( P) 

Summary of a paper to be submitted for publication. 

Consul tant RER Division, University of Nebraska Lincoln. 
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ENERGY LOSS (Arb. Units) 

FIG. 1.—Spectra of Inelastically scattered electrons from N2 for different values 
of final electron energy (ER) . Note the disappearance of the triangular-shaped 
feature which peaks at 9.7 eV for final energies greater than the energy resolu
tion of about 0.12 eV. (ANL Neg. 149-72-433) 

(which is unstable against autoionization). So far there are no other known 

negative-ion states which dissociate into those same products, although 
2 

doubtless others do exist , for example, a EN- s t a t e . 

In order to explain our observations, we need to make only two very 

reasonable assumptions: 1) Such a N_ state ex i s t s , and it c rosses the d i s 

sociation limit within the Franck-Condon region of N - . This is necessary to 

explain the vertical onset . 2) This N„ state has a lifetime at l eas t equal to 
-14 2 -

one vibrational period, « 10 s e c . This is certainly true for the X n N„ 
4 

s ta te . We propose that the incident electron can become attached to this 
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FIG. 2.—Schematic potential 
energy diagram of N2 and N2 
with a sketch of the expected 
yield of slow electrons produced 
by decay of the upper Ng s t a t e . 
(ANL Neg. 149-78-15) 

INTERNUCLEAR DISTANCE (ARB. UNITS) 

upper N„ s tate when the incident energy l ies between 9.7 and « 11.0 eV. 
- 4 - 3 

This N s ta te then dissocia tes into the products N( S) -t- N ( P), the lat ter of 
4 

which is unstable and autoionizes into e(E) -f- N( S), where E is the energy of 

the ejected electron and will be equal to minus the electron affinity of N, 

which is believed to be of the order of < 0.05 eV. 

Thus, in the energy region 9.7 -* 11.0 eV we have a source pf slow 

(« 0.05 eV) e lectrons , with a concomitant production of fast (« 0 -* 1.5 eV) N 

atoms. Although we have not put our est imates of the cross section for this 

process on an absolute b a s i s , it is quite large and may be an important source 

of N atoms in the upper atmosphere. 
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STUDIES OF POST-COLLISION INTERACTIONS IN Ne FROM SCATIERED 
ELECTRON SPECTRA* 

David Spence 

Recent studies of the effect of post-coll is ion interactions (PCI) between 

the scattered and ejected electrons, following the decay of short-lived auto

ionizing state excited by electron impact, have indicated that the exchange of 
-1 2 energy 6E between the two electrons is given by 6E = AE " , where A is a 
1 

constant and E is the energy the scattered electron would have had in the 
I 

absence of PCI. It has been suggested that the exponent 1.2 may be a 

universal constant applicable to all transitions in which PCI plays a role . 

However, a recent quantum-mechanical calculation by Bottcher and Schneider, ^ 

which Includes in a qualitative manner, the effects of dynamical screening of 

the ion core by a pair of receding electrons, shows that whereas for sufficiently 

large values of E the energy exchange is expected to fall off at l eas t as fast 
-1 .0 

as E • .Forlower values of E , the energy exchange 6E should be of the order 
- 0 . 5 ••• q 

E in agreement with the c lass ica l predictions of Barker and Berry. 

In order to clarify this situation, we have made precision measurements 

of the energy exchange between the scattered and ejected electrons following 
fi 1 

autoionization of the 2s2p 3s( S) state of Ne, using a technique we have 
4 

described previously. Our results are shown in the log-log plot of Figure 1, 

which also includes the previous data of Wilden et al.'^ from ejected electron 

spectra obtained over a more limited range of E^. The two sets of data show 

good agreement over the common range of E^. However, the present data to 

lower E show a definite reduction of s lope, as predicted by Bottcher and 
2 

Schneider, and indeed demonstrate the importance of dynamical screening 
of the ion core in the energy exchange process . 

Expanded abstract of a paper presented at the 30th Gaseous Electronics 
Conference, Palo Alto, October 1977. Expanded abstract from J Phvs R l l 
6243 (1978). ^ — ' 
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FIG. 1.--Log-log plot of the 
energy exchange 6E between 
scattered and ejected electrons 
following autoionization of the 
2s2p63s(ls) s tate of Ne from 
measurements of scattered electron 
energies(-(-, • , o, present data) , 
and ejected electron energies 
( P Wilden et a l . ^ ) . 
(ANL Neg. 149-77-439 Rev. 1) 
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MEASUREMENT OF AUTOIONIZING STATES OF Ne FROM SCATTERED ELECTRON 

SPECTRA* 

David Spence 

The spectroscopy of autoionizing s tates in Ne have been studied by 
1 ? 3 4 6 

excitation with fast ' and slow ions , electrons, ' and photons, with 
4 7 1 3 fi 7 

detection of scattered electrons, ' ejected electrons, ' ' ' photoabsorp-
c Q Q 1 0 

tion, electroionization, ' and broad-band photons. An attempt to 
11 

correlate these measurements showed apparent large discrepancies , even 
6 

taking into account different selection rules . It has been suggested that some 

discrepancies may be caused by so-called "post-coll is ion interaction (PCI) 

effect" (see Ref. 6 and references therein) where energy is exchanged between 

the ejected and scattered electrons for sufficiently low electron-impact energies 

and short autoionization lifetimes. Such conditions may apply in near-threshold 

measurements of scattered and ejected electrons, electroionization, and 

broad-band photons. 

To resolve these discrepancies we have studied the quantitative effect 

of PCI on the apparent thresholds of autoionizing s ta tes in Ne between 40 and 

50 eV by measuring the yield of scattered electrons of chosen fixed final 

energies between ~ 0 eV and 3 eV in steps of 0.10 eV. We have made these 

measurements with a modification of the trapped-electron method we have 
12 

described in detail previously. 

Although scattered-electron, posi t ive-ion, and broad-band photon 

spectra in the autoionization region of Ne are often complicated by the presence 

of negative-ion structures, we can demonstrate that our scat tered-electron 

spectra in Ne are not complicated by this effect. To do this we utilize the 

technique for enhancing negative-ion structures described elsewhere in this 
13 report and shown in the spectra of Figure 1, where the top trace shows the 

* 
Expanded abstract of a paper presented at the 30th Gaseous Electronics 
Conference, Palo Alto, October 1977. Part of the paper is in preparation. 
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FIG. 1.—Spectra of in 
e las t ic (upper) and i n 
elas t ic plus e las t ic (lower) 
showing enhancement of 
negative ion structures in 
the lower core . These 
spectra demonstrate the lack 
of negative ion structures 
in our spectra in Ne when 
only inelast ical ly sca t te r 
ed electrons are measured. 

, neutral autoionizing 
energy =eVa(6E); — , neg
ative ion s tates energy 
= e(Va-i-W). 

(ANL Neg. 149-77-441) 

usual trapped-electron current resulting from inelast ical ly scattered electrons 

only. The lower trace shows enhancement of negative-ion features (indicated 
13 

by the solid vert ical lines) obtained by modulating V instead of W ^. 
a out 

These spectra, which were obtained at the same well depth (W=1.45 V) show 

no evidence of resonance features in the upper t race . 

Having demonstrated that our inelast ic spectra are due only to neutral 

autoionizing s t a t e s , we take a series of spectra similar to the upper trace of 

Figure 2 at many values of fixed final energy E , and a small sample of these 
K 

are shown in Figure 2 for values of E = 0 .1 eV, 0.3 eV, 1.1 eV, and 1.9 eV. 
K 

The peaks in these spectra tend asymptotically towards the locations of the 
long vertical arrows as E^ inc reases , the displacement of each peak of the lower 

R 

spectra being indicated by the short vertical l ines . 

The data of Figure 2 are plotted in a more concise way in Figure 3 , where 

our data are plotted in rows 2 and 3 from the top. Row 2 shows the location of 

our peak posit ions of Figure 2 for essent ia l ly zero scattered energy, i . e . , near 

threshold. The zero-scat tered-energy spectra of row 2 agree excellently with 
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FIG. 2.—Spectra showing the 
apparent shift in energy locations 
of autoionizing s ta tes of Ne as 
the excess energy (= E -i- shift) of 
the incident electron is reduced. 
(ANL Neg. 149-77-438) 
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FIG. 3.—Comparison of energy levels of autoionizing s tates of Ne obtained 
using the indicated experimental techniques, illustrating the effects of post-
collision interactions on the results of the two top rows, a, Refs. 8,9; 
b , present data,' c , Ref. 3; d , e , Refs. 6 ,7 ; i, Ref. 1; g, Ref. 5; h, Ref. 4; 
i , Ref. 2. 
(ANL Neg. 149-77-481) 
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g 
the electro-ionization data of Bolduc, Quemener, and Marmet. We know, 
however, that the apparent energy levels derived from our zero-energy spectra 

12 
of row 2 are shifted from their true positions owing to PCI. Energy levels 

determined from scattered energies other than zero show the systematic shift 

of the apparent thresholds toward lower energy (shown in Figure 2), indicated 

by the sloping lines between row 2 and row 3 of Figure 3, asymptotically 

approaching the measured energy locations shown in row 3 . The energy levels 

of row 3 agree well with energy levels detennined by a variety of other 
1-4 5-7 14 

techniques ' where, according to Marchand, Veillette, and Marmet, 
PCI is not expected to play any role . In that our observations can be completely 

understood in terms of PCI, it appears the results of electro-ionization mea-

7 

8 9 
surements ' of row 1 are similarly affected by PCI, as suggested by Sharp, 

Comer, and Hicks . 

Incidentally, one should note that , where observed, optically allowed 

transitions occur only very weakly in our spectra, whereas optically forbidden 

transitions are relatively in tense , as expected. 
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PREDICTION OF LOW ENERGY MOLECULAR RYDBERG STATES FROM FESHBACH 
RESONANCE SPECTRA* 

David Spence 

An electron transmission spectrometer is used to study Feshbach 

resonances in the derivative of the transmitted electron current through gaseous 

targets of CH_X(X=C1, Br, I). A typical spectrum, that for CH„I, i s shown in 

Figure 1. Combination of data obtained in HX and CH.X yields an empirical 

relationship between resonance energies E -«,(ni) and the corresponding ioniza

tion potential I(m) given by 

E .„ , (ni )=A ,^,I(m) + B ,,, , (1) 
nil' nil' ' nil' ^ ' 

where A^^^, and B are constants independent of molecular species m, and 

I and I' are angular-momentum quantum numbers of the two excited electrons. 

This empirical relation is shown graphically in Figure 2 for resonance 
+ 2 2 2 

configuration (ion core) s , p , d in the above-mentioned molecules. 

The energy location of Feshbach resonances in other halogenated hydro

carbons and related molecules may be predicted from Eq. 1 with no other 

knowledge than the ionization potential I(m) and i ts A , and B obtained 
nil nil 

from the data of Figure 2. 

As Feshbach resonances are usually associa ted with Rydberg states 

rather than valence s t a tes , the above relation may be used, together with an 

effective core screening factor a, to predict the energies of low-lying Rydberg 

states in molecules similar to those discussed above. An outline of this method 

is as follows. We must first give a brief description of Read's^ modification 

of the Rydberg-Rltz formula. The familiar Rydberg-Rltz formula describes the 

energies E^^ of atomic Rydberg s tates of configuration (core) n i as 

F - T RZ^ 
ni - ^ - , T ' (2) 

^̂  - ^ni^ 

Summary of a paper published in J. Chem. Phys. H , 669 (1977) 
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(ANL Neg. 149-75-243) 

7 8 9 10 
RESONANCE ENERGY (eVI 

FIG. 2.—Plot of the ionization potential 
v s . Feshbach resonance energy for „ 
resonance configurations (core) s^, p , 
d^ In the acid and aklyl ha l ides . The 
slope is unity, implying strong electron-
electron correlation for the pairs of 
excited electrons moving in the non-
spherical Coulomb field of the ion core. 
(ANL Neg. 149-76-221) 

where I i s the ionization potential , R is the Rydberg energy, Z is the charge 

on the core, n and I are the principal and angular momentum quantum numbers, 

and 6 i s the quantum defect of the s ta te E . . 
n i n i 

As Feshbach resonances consist of a pair of electrons in Rydberg-like 
2 

orbitals . Read has modified Eq. 2 by the simple expedient of accounting for 

2 electrons and replacing the core charge Z by a reduced charge (Z - a ) , where 

a is a screening constant representing the mutual screening of the ion core by 

the two e lec t rons . For a pair of equivalent excited electrons, Feshbach 

resonance energies E, v2 are then given by 

2R(Z-a) ' 

^ni^ 
^(ni)2 - ^ " ( n - 6 _ J ^ ' 

(3) 

The screening constant o is obtained by combination of Eqs. 2 and 3 
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a = Z -
r ' - ^(ni)2 

2 ( 1 - E , , ) 
(4) 

2 
Using known resonance and Rydberg-state energies . Read has shown 

that for the binding of a pair of s electrons to an atomic ion core, cr i s often 

very close to 0 .25 . We note here that for such systems, a is in fact confined 

t o 0 . 2 5 < a < 0 . 2 9 . Minimized mutual screening of the core, i . e . , maximum 

electron-electron correlation. Implies g = 0 .25 , and for a resonance to be 

bound at all E, ,,2 - E w i . e . , CT < 0 .29 . 
(ni)' ' n i 

Rearrangement of Eq. 4 allows the prediction of Rydberg state energies 

E, ,.9 from known Feshbach resonance energies, E o 
(ni)^ (ni)^ 

Substituting Eq. 1 into Eq. 5 yields 

Thus, armed with a knowledge of A ,„ , and B „ . , from Figure 2 and a, 
nil nil 

the prediction of low energy Rydberg s tates in structurally related molecules 

is a straightforward matter. 

Using the values of A , „ , , B ,,,. and CT obtained from the data of 
n i i ' n i i ' 

Figure 2, and with no knowledge other than the ionization potential , we are 

able to calculate the energies of the lowest energy Rydberg s ta tes in chemically 

related molecules. This we have done in Table 1, where we have chosen the 
3 

same set of molecules (listed in column 1) as used by Hochmann et a l . in 
their prediction of Rydberg s tates from known Rydberg energies in other 
molecules. 

Table 1 vividly demonstrates that the technique described here is 
4 

irate as that described by Maria, and applie 

to estimate the energies of unknown Rydberg s ta tes . 

4 3 
as accurate as that described by Maria, and applied by Hochmann et a l . 
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TABLE 1. Comparison of predictions of the lowest energy Rydberg states using Rydberg-state spectra 
(Eq. 1) and Feshbach resonance spectra (Eq. 1), AE represents the error in the predictive 
ability. I. and l^ represent the two spin-orbit components of the positive ion core. 

Molecule 

HCl (I2) 

HCl (I^) 

CICN (I2) 

CICN (I^) 

BrCN (I2) 

HBr (I^) 

BrCN (Ij) 

HBr (I^) 

ICN (I2) 

CH3CI (I2) 

CH3CI (Ij) 

HI (I2) 

C2"c°^ "2> 
C2H5CI (I^) 

ICN (Ij) 

CHjBr (I2) 

Cz^S^^ <l2> 
CHjBr (I^) 

HI (I^) 

C2«5«^ (Ij) 
CH3I (I2) 

C2H5I «2> 
CH3I (I^) 

C2H5I (I^) 

Ionization 
potential J, 

eV 

12.85 

12.75 

12.631 

12.490 

12.197 

11.98 

11.950 

11,65 

11.549 

11.303 

11.221 

11.05 

11.469 

11.283 

10.980 

10.856 

10.56 

10.54 

10.38 

10.24 

10.166 

9 .88 

9.538 

9.30 

Rydberg s ta te 
energy 
Ejjg (measured), 

eV 

9.360 

9.279 

9.233 

9.092 

8.465 

8.544 

8.219 

8.226 

7.869 

7.877 

7.759 

7.545 

7.873 

7.724 

7.301 

7.341 

7.377 

6.951 

6.922 

6.993 

6.775 

6.752 

6.162 

6.163 

Average AE = 

AE = E ns 
(measured) - E (calculated), eV 

ns 

Calculated from 
Rydberq spectra 

A„„ = 0.95 
B n „ = - 2 . 9 7 l b 

+0.123 

+0.138 

+0.204 

+0.198 

-0 .151 

+0.134 

-0 .162 

+0.130 

-0 .132 

+0.108 

+0.070 

+0.019 

-0 .052 

- 0 . 0 2 4 

-0 .159 

-0 .001 

+0.316 

-0 .091 

+0.032 

+0.236 

+0.088 

+0.337 

+0.072 

+0.229 

0.14 eV 

Ana = 0.98 
Bna=-3 .20= 

-0 .033 

+0.016 

+0.054 

+0.052 

-0 .288 

+0.004 

-0 .292 

+0.009 

-0 .249 

-0 .002 

-0 .038 

-0 .084 

-0 .166 

-0 .133 

-0 .259 

-0 .099 

+0.228 

-0 .178 

-0 .050 

+0,158 

+0.012 

+0.270 

+0.015 

+0.249 

0.12 eV 

Calculated from 
resonance spectra 
Ans= 1.015 
Bns=-3 .872 
a = 0 . 2 6 9 

-0 .047 

-0 .028 

+0.047 

+0.049 

-0 .280 

+0.018 

-0 .276 

+0.034 

-0 .219 

+0.035 

+0.003 

-0 .038 

-0 .134 

-0 .095 

- 0 . 2 1 1 

-0 .047 

+0.292 

- 0 . 1 1 5 

+0.018 

+0.231 

+0.088 

+0.355 

+0.112 

+0.354 

0.13 eV 

a, Ref. 5; b, Constants A and B calculated from methyl 
calculated using all listed molecules. 

hallde and acid halide data only; c, Constants A and B 
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A NEW TECHNIQUE TO DIFFERENTIATE BETWEEN NEGATIVE ION AND NATURAL 
AUTOIONIZATION STATES IN THE RARE GASES* 

David Spence 

Introduction 
Autoionizing s ta tes in the rare gases have been studied by observa-

1 
tion of scattered e lectrons , ejected electrons (see Ref. 2 and references 

O A 

therein), photons, and positive ions , following excitation by electron im

pact . However, structures in the spectra obtained by the above techniques 
2 

may often be attributed to energetically interspersed negative-ion s tates 

(resonances). This effect is shown schematically in Figure 1, where we have 

sketched an energy-level diagram which Includes only one neutral autoionizing 

state and one associa ted negative-ion state existing in the ionization continuum. 

Interferences between neutral and negative-ion s tates occur in the measured 

spectra in the following ways (neglecting only further complications from 
1,2 

"post-col l is ion Interactions" ' for the present) . 

Scattered-Electron Spectra 

Neutral autoionizing s ta tes are usually located from scat tered-electron 

spectra by measuring the final energy of the scattered electrons E =E. — E . 
K 1 O 

However, a negative ion located at E , and associa ted with the neutral s ta te 
at E can decay by emission of two electrons of energies E and E , where 

o i. z 
E +E =E . — E . Both E, and E„ can take any energy between zero and 

1 2 o' I 1 2 
E . - E , and thus some will have energy E. - E =E„ .and structures in the 

o I 1 o R 
measured spectrum due to a negative ion may be Interpreted as a neutral s t a t e . 

Positive-Ion Spectra 

In a similar manner, neutral autoionizing s tates are usually identified 

in posi t ive-ion spectra by structures caused by interference between the 

Summary of a paper presented at the 30th Gaseous Electronic Conference, 
Palo Alto, October 1977. Full paper to be submitted for publication. 
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EXCIWION DETECTION 
NEAR THRESHOLD ELECTRON IMPACT EXCITATION 
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FIG. 1.—Schematic energy 
level diagram showing com
plications in scattered 
electron, posit ive ion, and 
broad-band photon autoion
ization spectra arising from 
nearby negative-ion s t a t e s . 
Actual spectra contain a 
superposition of neutral and 
negative ion spectra . 
(ANL Neg. 149-78-16) 

GROUND 
" STATE 

t i l l 

autolonlzlng state and the energetically coincident continuum. Such a situation 

also occurs, of course, when E. = E , 
1 o 

Photon Measurements 

Neutral autoionizing s tates are often located by observing structures 

in the broad-band photon emissions which occur when the incident electron 

energy is swept through the energy location of a neutral autoionizing s t a t e . 

This may occur by cascading to lower-lying autoionizing states or by decay to 

a highly excited bound state followed by cascading. Negative ions can also, 

of course, decay by emission of a single electron to these same bound excited 

s ta tes , again causing structures in the photon yield whenever E. = E , . 

Techniques which have no adjustable experimental parameter other than 

the incident energy thus often cannot distinguish between structures due to 

negative and neutral autoionizing s t a t e s . In actual pract ice , many neutral and 

negative-ion s tates will occur as a pair of " ladders ." We have developed a 

technique dependent upon scattered electron spectra whereby the two "ladders" 

of resonances and doubly-excited s ta tes appear to move as a whole relative 

to one another, as a function of scattered energy. 

Experimental Technique 

The experimental technique we use is a modification of the trapped-

electron technique, which we have described in some detail previously, and • 
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only the sal ient features will be outlined here . 

Monochromatic electrons are accelerated to the desired energy E 

r= e(V +Wi] inside a gas-fi l led collision chamber which contains a potential 
a 

well W. Electrons which lose energy between eV and e(V + W) in an inelas t ic 
a a 

collision remain trapped in the potential wel l , but use of a modulation technique 
results in the detection of only those whose final energy E =eW. Choice of 

R 

W thus resul ts in the choice of final energies detected as one sweeps the 

incident energy E. by sweeping V for fixed W. However, as mentioned in the 

introduction, this technique will a lso detect negative-ion structures in the 

ionization continuun by the process of two-electron decay. Negative ions 

and neutral features can be separated by noting that negative-ion features 
occur only when E. = E , , i . e . , when 

1 o' 

eV = E , - eW . (1) 

a o' 

Neutral autoionizing features occur when 

eV = E . (2) 
a o 

Thus, features due to negative ions and neutral autoionizing s tates can be 

separated by taking spectra at different fixed values of W. Whereas negat ive-

ion features are very prominent in the scattered-electron spectra of He (and, 

in fact, dominate posit ive-ion spectra) , they are rather weak in Ne . We 

employ one additional trick to enhance negative-ion features in this c a s e . 

Note that if we modulate AW as shown in Figure 2, then our spectra contain 

only inelas t ic structures (neutral and negative ion), but if we modulate V^ 

ins tead, our spectra will contain the very same inelast ic features, and in 

addition, the negative-ion structures will be greatly enhanced due to geometric 

trapping of some of the e las t ic negative-ion features, which are usually much 

larger than the inelas t ic features. 

Results 

Two spectra we obtain in the above manner are shown in Figure 3 for 

two values of W(W. =0 .125 V and W = 0 . 6 5 V). As predicted, some features , 
1 ^ 
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FIG. 2.—Schematic diagram of apparatus 
and potential along the ax i s . 
(ANL Neg. 149-6484) 
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FIG. 3.—Negative ion and neutral s ta tes of Ne, with negative-ion peaks 
enhanced by modulating V^ as described in text . Negative-ion features move 
to lower values of V^ for larger values of W, as described by Eq. 1. Features 
at approximately the same value of V^ in both spectra are due to neutral auto
ionizing s t a t e s . (ANL Neg. 149-72-440) 
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attributed to resonances are shifted to lower values of V by 0.525 V and are 
a 

Indicated by the sloping l i ne s . Features which remain at approximately the 

same V are due to neutral autoionizing s ta tes (approximate in the sense that 
di 

we are not taking post-col l is ion interactions into account in this report). 

3 

< 

Z 
Ul 
(C 
cr 
O 
o 
UJ 
tr 
Ul 

< o 
V) 

FIG. 4.—Spectra of 
scattered electron cur
rent as function of 
E. [= e(Va + W] for dif
ferent W s in Ne . 
Structures A — K con
nected by vertical l ines 
are negative-ion s t a t e s . 
All other features are 
neutral autoionizing 
s tates which, in this 
figure, occur at an 
energy Ej= eW. 
(ANL Neg. 149-77-435) 
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Taking many spectra similar to those in Figure 3 and shifting each 

spectrum to the right by the appropriate value of W results in the spectra 

shown in Figure 4 . In this figure features which occur at the same incident 

electron energy E =e(V +W) represent negative-ion s ta tes and are readily 
1 a 

identifiable by the vertical l ines marked A-*K. The energies of these s tates 

are tabulated in Table 1 where they are seen to show very good agreement with 

the results of other workers using a variety of techniques . The neutral features 

which occur in Figures 3 and 4 are subject to complications from post-coll ision 

interaction effects and will be discussed in detail in a separate report. 

TABLE 1. Comparison of Ng Energies in eV, Obtained in Present Experiments 
with previous data 

Sanche and 
Schulz^ 

41.98 
43.05 
43.67 

44.35 
45.18 

45.43 

46.58 

46.86 
47.58 

49.03 

Wilden 
et al . t i 

42.10 

43.68 

44.04 
44.40 
45.18 

45.47 

46.50 

47.60 
48.00 

Roy and 
Carrette'^ 

42.11 
43.07 
43.67 

44.06 
44.36 
45.18 

45.39 
45.63 
46.39 

49.05 

Bolduc 
e t a l . ' ^ 

43 .11 
43.72 

45 .41 

Present 
experiment 

42.13 
43.09 
43 .71 

44.00 
44.37 
45 .15 

45.42 

46.59 

46.89 
47 .61 

49.06 

.Electron transmission, Ref. 5. 
Ejected electron spectra , Ref. 2. 

.Structures in Ne 3p53slp excitation function, Ref. 6. 
Positive ions , Ref. 4. 

References 

1. D. Spence, Phys. Rev. A 12., 2353 (1975). 
2. D. G. Wilden, P. J. Hicks, and J. Comer, J. Phys. BIO, 1477 (1977). 
3 . P. Veillette and P. Marchand, Can. J. Phys. 54, 1208 (1976). 
4. E. Bolduc, J .J . Quemener, and P. Marmet, J. Chem. Phys. 57., 1957 (1972) 
5. L. Sanche and G. J. Schulz, Phys. Rev. A 1 , 1672 (1972). 
6. D. Roy and J .D . Caret te , J. Phys. B 7_, L536 (1974). 

106 



EVIDENCE SUPPORTING TENTATIVE IDENTIFICATION OF FESHBACH RESONANCES 
OBSERVED IN THE ATOMIC HALOGENS 

David Spence 

From studies of the systematic energy locations of Feshbach r e s o 
nances in atoms, we provide additional evidence supporting some tentative 
resonance-configuration assignments in Cl , Br, and I. 

1-4 In a series of papers , Cunningham and Edwards reported the 

observation of temporary negative-ion s tates (Feshbach resonances) in the 

atomic halogens F, C l , Br, and I. Their experiments measured the energies 

of ejected electrons following collisional excitation of resonance s ta tes by 

the impact of fast ground s tate (stable) negative ions on gaseous targets , such 

as helium and hydrogen. Such an excitat ion/decay scheme is shown in 
2 

Figure 1, which shows that , because of the doublet nature ( P^ i) of the 
2 ' 2 

ground s ta tes of atomic halogens, each resonance gives rise to two possible 

electron energies , with the consequent doubling of many resonance features 

in the spectra of Cunningham and Edwards. However, because the magnitude 

of this splitting is known, Cunningham and Edwards were readily able to 

identify such doublet features. The assignment of electron configurations to 

the observed resonances was , however, l e s s certain, and Cunningham and 

Edwards were able to give only tentative identification. The identifications 

were based on the recognition that the strongest resonance features were 

likely to cons is t of pairs of s electrons attached to posit ive-ion cores , and by 

analogies with previous resonance calculation in O by Matese , Rountree, 
r e C 

and Henry. ' Further calculations by Matese et a l . subsequently verified 
the assignments made by Cunningham and Edwards in Cl . 

Using a graphical technique we developed to systematize resonances 
7 

in the rare g a s e s , we are a lso able to verify the assignments of Edwards and 
1 3 4 Cunningham ' ' in Br and I, and further, to identify unambiguously a few 

resonances whose configurations were uncertain. The bas i s of our original 

classif icat ion scheme was the observation that resonances of similar electron 
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FIG. 1.—Schematic level diagram showing 
excitation from a ground negative ion state, 
and decay into neutral ground s ta tes in 
the atomic halogens. 
(ANL Neg. 149-78-14) 

configurations in different atoms lay along straight l ines when the resonance 

energies were plotted as a function of the ionization potential of the respective 

atom. In order to utilize this technique for classifying halogen resonances , 

we must first demonstrate that we can extend our graphical scheme to Include 

excited positive ion-core s t a t e s . We do this by using resonances in atomic 

oxygen as an example, where the resonance energies (see Ref. 8 and references 

therein) and configurations are very well known. In Figure 2 we have made 
5 8 

such a plot of resonance energy versus the energies of the known ion core ' 
4 2 2 

term values S, D, and P. Figure 2 vividly demonstrates (with the exception 
2 

of [ D]3s3p resonance) the excellent fits that can be obtained from such a 
2 2 

plot for resonance configurations [core] s , sp and p . 
We are now able to use such a plot to classify the halogens (Figure 3), 

2 
where we use only those energies corresponding to decay to the P3 ground 

I" 
state (the "unprimed" energies listed by Cunningham and Edwards). 

On the left we have plotted the various ground and excited positive ion 

state energies of Cl, Br, and I, suggested by Cunningham and Edwards, as 

forming the positive ion cores of the observed resonances . This plot, indeed, 

verifies the configurations suggested by Cunningham. Cunningham and 

Edwards were, however, unable to decide whether the ion core of the second 
3 3 

resonance in I and Br had term values P or P . Figure 3 shows that the 
3 U 1 

correct choice is P in both c a s e s , a s , indeed, we had previously determined 
in case of the rare g a s e s . 
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A NOTE ON THE ASSIGNMENT OF LOW-LYING RYDBERG STATES IN F^ 

David Spence 

We propose tentative configuration assignments to low-lying Rydberg 
states in F„ , based upon a systematic study of daughter Feshbach-resonance 
s t a t e s . 

Despite the very extensive studies of molecular fluorine by photo

absorption, photoemission, photoion, and photoelectron spectroscopy extend

ing over a period of 50 years , relatively l i t t ie is known about the spectrum or 

molecular structure of fluorine, especially assignment of low-lying Rydberg 

s t a tes , A recent detailed study of F- in absorption and emission by Colboum 
1 

et a l . analyzed rotational and vibrational structures of a few Rydberg states 

but failed to identify any Rydberg se r ies . 

At the energy location of the expected lowest Rydberg series correspond-

ing to the promotion of a Tr electron to a 3sa orbital, Colboum et a l . found 
y 

one vibrational sequence with B and w values similar to those of the ground 
2 1 

positive-ion s ta te , which they very tentatively assigned as (x i i)3sa n / 
g 

plus one additional isolated level also of similar B value, which they tentatively 
2 3 

identified as a possible vibrational level of the (x n )3sa n component of the 
3 g 

II manifold s t a t e s . Colboum et a l . , however, s t ress that they lack any 

possible proof of these assignments. In addition, there is some question as 

to whether the vibrational quantum number of the lowest levels In the vibra

tional sequence they observed is 0 or 1. This work apparently failed to take 

account of any help in state assignments that may have been available from 
2 

published Feshbach resonance spectra, which, as has been repeatedly pointed 

out (see Ref. 2 and references therein), are associa ted with such Rydberg 

s t a t e s . In addition, very detailed systematic studies have been made^ ' ^~^ of 

Feshbach resonances and their parent Rydberg s tates which often made ident i 

fication of these s tates poss ible . 

In order to apply a knowledge of these systematics we have plotted in 

Figure 1 the energy of Feshbach resonance levels we have previously obtained 

i" ^ 2 ' together with the energy levels obtained by Colboum et a l . "̂  in 
110 



12 .0 -

11 .0 -

Fj-STATES 

3 °'̂ ° // 
0.130 A 

0130 / , 

0 0.130 / 

(X2»)(3sri2 

Fg STATES 

PARENT RYDBERG ST/ 

/O.I29eV ^ 

/ /0 . l32eV „ 1 

/yai34ev' ^-^-^f 
//ai35eV ' 

/EA. = 0.445eV 

1 
(X2r)3s<r 

>TES 
Fg- STATES 

0.999 3 
0.105 i 

0120 1 

N 0.135 Q -

(x2T)3S(r-3pa^ 

FIG. 1.—Energy level diagram of Feshbach 
resonances (Ref. 6) and Rydberg s ta tes 
(Ref. 1) observed in F2. 
(ANL Neg. 149-78-19) 

F- emission. In that the vibrational spacings of a resonance series i s 

expected to be similar to that of the parent Rydberg and grandparent pos i t ive-
3 

ion s t a t e s , it is clear that the resonance sequence we observed with average 

spacing 130 meV is associa ted with the vibrational sequence observed in 

emission. Further, the electron affinity of the Rydberg s t a t e s , 0.445 eV is 

entirely consis tent with the value obtained from studies of many dozens of 
9 —fi 

atoms and molecules, which always l ies in the range 0 . 4 - * 0 . 5 eV for the 

binding of an additional s electron to the lowest Rydberg s ta te , which Itself 

is formed by adding an s electron to a posit ive-ion core. Because of the 

strength of the lowest resonance we observed, we believe that i t s vibrational 

quantum number i s 0, and hence the lowest level observed in emission i s 0 

and not 1. If an additional lower vibrational level did exist in emission, i ts 

electron affinity would be only 0.31 eV, which would be unusually low. 
2 

Further, a lso from systematic s tudies , we expect the parent Rydberg state 
3 

of the observed lowest sequences of resonances to have term value n „ , 
1 1 

rather than n , as tentatively assigned by Colboum et a l . 

A second weaker series of resonances we observed at higher energy i s 

plotted on the right of Figure 1, and the lowest member of this series i s clearly 

associa ted with the Isolated (weak) level observed in emission. In this c a s e , 

the electron affinity of the parent Rydberg s tate i s only 0.10 eV, which is 

consistent with the binding of an additional p electron to an excited system 
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2 4 7 
with an s electron. ' ' The reduced electron affinity occurs , of course, 

because of the increased mutual screening of the positive ion core by pairs of 

electrons in dissimilar orbitals . Again from systematic studies in many atoms 
1 

and molecules, we expect the parent state of these latter resonances to be n 
3 1 

and not a member of the n maniford suggested by Colboum et a l . 
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LOW ENERGY ELECTRON SCATTERING FROM METHANE 

* ** 
P. D. Burrow and J . A . Mlchejda 

Transmission of electrons with kinetic energies below 1.5 eV through 
methane has been studied. The derivative of the transmitted current shows 
many features attributable to various vibrational modes and their combinations, 

The total scattering cross sections of unsaturated hydrocarbon molecules 

display pronounced resonant variations due to the formation of temporary-

negative ions at energies below 5 eV. For the most part, these features are 

shape resonances created by the binding of the incoming electron into a low-

lying, normally unfilled antlbonding IT orbital (see, for example, Ref. 1 and 

references therein). In saturated hydrocarbons, such as methane (CH.), the 

lowest unfilled orbitals lie at relatively high energy and one does not expect , 

therefore, to find sharp resonant structure in the electron scattering cross 

section due to shape resonances . 

We have examined the total cross sections of a number of saturated 

hydrocarbons, such as methane, e thane, propane, butane, and cyclohexane, 
2 

at low energy using the electron transmission technique of Sanche and Schulz. 

In each compound, relatively sharp structure is found in the energy range from 

0 to 1.5 eV. Figure 1 i l lustrates this stmcture in methane. In this figure, 

the derivative with respect to energy of the current transmitted through a gas 

cell containing C H . i s plotted as a function of the electron impact energy. 

The energies of certain of the vibrational modes of methane are a lso 

shown In Figure 1 as vertical l ines labeled by the relevant vibrational quantum 

numbers. The modes shown are infrared active fundamentals, overtones, or 
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FIG. 1.—Derivative of the 
transmitted current as a function 
of electron energy in methane. 
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combination modes, and there appears to be good agreement between these 

energy levels and the structure seen in the transmission spectrum. It appears 

reasonable to assign these features to Wigner cusps associated with the 

opening of these channels of vibrational excitat ion. 

Similar stmcture has been observed in the other compounds studied 

here as well as certain unsaturated hydrocarbons. It i s likely that such effects 

are general in scope. The Interpretation of stmcture attributed to temporary 

negative-ion states at these energies must also be carried out with these 

effects in mind. 
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RESONANCES IN ELECTRON SCATTERING FROM CADMIUM 

p. D. Burrow and J. A. Mlchejda 

Transmission of electrons with kinetic energies up to 13 eV through a 
heated collision chamber filled with Zn, Cd, or Hg vapors has been studied. 
Features in the derivative of the transmitted current as a function of electron 
energy are attributed to shape resonances , Feshbach resonances , or Wigner 
cusps . 

Studies of temporary negative-ion formation in the elements have been 
1 

confined largely to the rare g a s e s . With only a few exceptions, measurements 

over a wide energy range and efforts to classify resonances have been restricted 

to these c losed-she l l a toms. To improve our understanding of temporary 

electron attachment, it i s desirable to extend experiments to elements in other 

columns of the periodic table . Furthermore, it is useful to choose columns in 

which as many of the elements as possible may be studied. 

With this in mind, we have carried out electron transmission studies of 

the group lib elements z inc, cadmium, and mercury, as well as magnesium 
2 

from group I la . Each of these atoms is characterized by an ns outer electron 

configuration. Our measurements were made using the electron transmission 
2 

method devised by Sanche and Schulz, which has been amply described in 

the l i terature. Our only modification to this technique was to employ a heated 

collision chamber fed by a heated side arm containing the solid metal. 

Representative data for cadmium are shown in Figure 1 which displays 

a plot of the derivative with respect to energy of the electron beam current 

transmitted through a cell containing the metal vapor. The energy range begins 

just below the excited s ta tes of Cd, shown as vertical l ines , extends pas t the 
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FIG. 1.—Derivative of 
the transmitted current 
as a function of electron 
energy in cadmium. 

first ionization potential near 9 eV, and includes the lowest few doubly-excited 

states from 12 to 13 eV. 

At energies below 1 eV, not shown in Figure 1, a s ingle, large resonance 

is present in each of the elements studied here. These features are shape 

o 
3 

2 2 resonances caused by formation of (ns np) P s tates of the negative ions and 

have been discussed elsewhere. 

Although classification of the resonances seen in Figure 1 is incomplete, 

a few of the features are worth noting here. At the lowest optically allowed 

s ta te , near 5.4 eV in Cd, a pronounced stmcture appears which does not have 

the characteristic resonance profile. We attribute this feature to a Wigner 

cusp occurring at the transition threshold. Similar abmpt changes in the total 

cross sections of each of these elements will serve as useful energy calibra

tion points . 

The excited s tates of Cd are grouped in Figure 1 according to principal 

quantum number. Close examination of the figure indicates that the profiles 

of the Feshbach resonances associated with each group are replicated as the 

principal quantum number is increased. This i s easy to see by comparing 

the resonances between 6.5 and 7.5 eV with those between 1.1 and 8.3 eV. 
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Above the ionization potential , large resonances are observed in the 

range from 11 to 13 eV. These are attributed to Feshbach resonances associa ted 

with the virtual excitation of inner-shell 4d electrons, rather than the valence 
2 

5s e lec t rons . In the case of mercury, these inner-shell resonances fall below 

the lowest ionization potential and overlap the usual valence state resonances , 

causing much confusion in earlier attempts to classify the negative ion s t a t e s . 
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* 
ELECTRON SCATTERING BY Ll IN GLAUBER APPROXIMATION 

t t± 
C. H. Chang, F . T. Chan, ^ and Y.-K. Kim 

Differential cross sections for e las t ic scattering and for the exc i ta -

tion of the 2p P, 3p P, and 3s S s tates of Li have been calculated at 5 .4 , 

10, 20, and 60 eV electron-impact energies in the frozen core Glauber 

approximation. It is found that the Glauber results are in reasonable agree

ment with the recent experimental measurements of Williams et a l . The 

polarization fraction of the resonance lines of Li is also calculated in the 

Glauber approximation. The theoretical results are in good agreement with 
2 

the existing experimental data of Leep and Gallagher in the incident energy 

range from 30 to 1000 eV. 
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ENERGY DISTRIBUTIONS OF SECONDARY ELECTRONS. III. PROJECTILE ENERGY 
DEPENDENCE FOR IONIZATION OF He, Ne, AND Ar BY PROTONS* 

t t 
L. H. Toburen, Steven T. Manson, and Yong-Kl Kim 

A theoretical analysis of secondary electron spectra, which has p re 

viously been applied to electron-impact ionization of atoms and molecules, 

is applied to the experimental data on ionization of He, Ne, and Ar by 

protons in the 0 .1 to 1.5 MeV energy range. The data are also compared 

with ab initio Bom approximation calculat ions . Our theoretical analysis 

clearly brings out expected features in the secondary-electron spectra for 

incident proton energies of ~ 1 MeV and up. Inner-shell contributions and the 

charge transfer to the continuum process tend to obscure the appearance of 

a simple asymptotic behavior at lower proton energies; for a given incident 

energy, the analysis is simpler for atoms and molecules with lower nuclear 

charge. 

* Abstract of a paper published in Phys. Rev. A 17., 148 (1978). 

Battelle Northwest Laboratory, Richland, Washington 99352. 

^Consultant, RER Division. Permanent address : Department of Physics , 
Georgia State University, Atlanta, Georgia 30303. 

119 



OSCILLATOR STRENGTHS IN THE Ag-ISOELECTRONIC SEQUENCE 

K. T. Cheng ' and Y.-K. Kim 

Excitation energies and oscillator strengths for dipole-allowed t ransi

tions between low-lying s tates in the Ag-isoelectronlc sequence are studied 
1 14+ 

using relativistic Hartree-Fock wavefunctions. It is found that from Pm 
(Z=61) and up, the ground state i s 4f rather than 5s , while the transitions 

5s-5p and 4f-5g are strong throughout the sequence. The theoretical 

ar 
2 

12+ 
wavelengths for the Pr ion are in excellent agreement ( ~ 1 % or better) 

with recent experimental data. 
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TRANSITION PROBABILITIES FOR THE RESONANCE TRANSITIONS OF Na-LIKE 
IONS* 

Yong-Kl Kim and Kwok-tsang Cheng 

Theoretical wavelengths and transition probabilities for the 3S-3P 

and 3S-4P transit ions of Na-l ike ions are presented. The theoretical data 

are computed from relat ivist ic Hartree-Fock wavefunctions. Similar data for 
15+ 

additional transit ions between low-lying states ( n = 3 and 4) of the Fe , 

Mo , W , and Au ions are also reported. Relativistic effects in the 

oscillator strengths for the resonance transitions are qualitatively similar to 

those already observed in the Li sequence. Comparison with available 

experimental data on wave 

agreement (1% or bet ter) . 

experimental data on wavelengths for Fe and Mo ions shows excellent 

Abstract of a paper to appear in J. Opt. Soc. Am. 
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BORN CROSS SECTIONS FOR ION-ATOM COLLISIONS* 

t ± 
George H. Gil lespie, Yong-Kl Kim, and Kwok-tsang Cheng 

Selected total cross sections are calculated in the closure-Bom 
+ + + 

approximation for the ions Li , Cs , and Au incident on several gas 

const i tuents . Targets included are H, H_, He, C, N, and O. Four general 

types of cross section are considered depending on whether the incident ion 

or target atom is scattered elast ical ly or inelas t ical ly . Expressions are given 
-2 

for the Bom cross sections to the first two orders in an expansion in 3 , 

where P = v / c and v is the relative velocity. The atomic form factors and 

incoherent scattering functions for the ions Cs and Au , which are required 

in order to evaluate the leading order cross section parameters, are calculated 

from the relativistic and nonrelatlvlstic Hartree-Fock wavefunctions. Results 
are also given for some of the energy moments of the dipole oscil lator strength 

distributions for Cs and Au , as determined from the ground state wavefunctioi 

These parameters, together with atomic properties taken from the literature 

for II , and the various targets considered are then used to evaluate the cross 

sections to the first two orders in the expansion. 

Abstract of a paper to appear in Phys. Rev. A. 
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BETHE CROSS SECTIONS FOR Na-UKE IONS 

t 
Yong-Kl Kim and Kwok-tsang Cheng 

2 
Bethe cross sections for the excitation of Na-like ions to the 3 Pj^, 

2 2 2 ^ 
3 P_3/ 4 Pj^, and 4 P^ s ta tes from the ground state by electron Impact are 

• 2 2 2 

computed from the relat ivist ic Hartree-Fock wavefunctions. As the nuclear 
2 

charge is increased, excitation to the P^ state is affected far more by 
22 

relat ivist ic effects than excitation to the Pĵ  s t a t e . The asymptotic ionization 
^15+ 

cross sections for the neutral Na atom and Fe ion are computed from a sum 

mle , i . e . , by subtracting the sum of the discrete excitation cross sections 

from the total inelas t ic-scat ter ing cross section obtained from the sum rule . 

In the evaluation of the sum-rule cross sect ion, a dipole oscil lator-strength 
15+ 

moment L(-l) is needed. A value of L(-l) for the Fe Ion was provided by 
3 

Baer. The ionization cross sections thus obtained are 
2 

9 R 9 -20 2 
(J (Na) = 3 { 2 . 5 1 rin (^^—r ) - (3 ] + 26. 3} X 10 cm , (1) 

ion ^ _ p 2 

2 

a (Fe^^'^) = (3"^ {0.209 [In ( - ^ ) - P^] + 1.64}x 10"^° cm^, 
ion 1 _ S 

^ ^ (2) 

where p is the incident electron speed divided by that of light. The cross 
1 

section for Na is in agreement with that calculated by McGuire, but not with 
2 

the epxerlment by McFarland and Kinney. 
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15+ 
MOMENTS OF THE OSCILLATOR-STRENGTH DISTRIBUTION FOR THE Fe ION 

* 

T. Baer 

We have used potentials calculated by a Hartree-Slater self-consistent 

atomic field program to generate the dipole oscil lator-strength distribution 
1 5+ for Fe . The result was then used to calculate moments of the dipole osc i l -

2 
lator-strength distribution as in previous s tudies . 

15+ 
The dipole strength distributions of the separate shells in Fe all 

showed hydrogenic behavior, that i s , monotonic decreasing behavior as a 

function of energy in the continuum region. In particular, the maximum which 

occurs just above threshold in the 2p-d channel in the oscil lator-strength 

distribution in the Fe neutral has disappeared. This behavior is expected 
15+ 

since the wavefunctions of Fe will quickly assume hydrogenic form because 

of the high ionic charge. 

Table 1 gives the calculations of the moments of the dipole oscillator 

strength. The quantities tabulated have the analytical form 

S(M.) = / (E /R)^ (df/dE) dE , 

L(|JL) = / (E /R)^ ln (E/R) (df/dE) dE , 

where df/dE is the oscillator-strength distribution, R is the Rydberg energy, 

and the integral includes a sum over all allowed discrete t ransi t ions. 

15+ 
TABLE 1. Moments of the Dipole Oscillator Strength Distribution for Fe 

fx -6 

S(|i) 0 .192(-2) 

L(|x) 0 .167 (-2) 

-5 

0 .457(-2) 

0 .397(-2) 

-4 

0 .109(-1) 

0 .945( -2) 

-3 

0 .260{ - l ) 

0 . 2 2 7 ( - l ) 

-2 

0 . 6 4 2 ( - l ) 

0 . 6 2 8 ( - l ) 

- 1 

0 .275 

0 .657 

0 

0.109(2) 

0.504(2) 

The format A(B) means A X 10 . 
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15+ 
Since experimental data for Fe are not available, we have tested 

the overall accuracy of this method by comparing our results with more r ea l 

is t ic ca lcula t ions . S(-l) was found to agree within 5% with a nonrelativistic 
3 

Hartree-Fock calculat ion. (The Hartree-Fock value was S(-l) = 0.282.) 

Both oscil lator strengths and energy levels of the discrete s ta tes of the 3s 
3 

valence shell a lso agreed with a relativist ic Hartree-Fock calculation to 

within 10%. Finally, we note that the 600 Rydberg cut-off energy, which we 

used in the numerical evaluation of the above integrals^ gave a value of S(0) 

within 1% of the expected 11 .0 . The accuracy of the (o. < 0 moments should 

be affected l e s s by this high energy cut-off of the integration since they 

depend on a negative power of the energy. 

This method should prove useful in the systematic study of the ionic 

properties of elements in the periodic table . Some of the present results are 

immediately useful. Indeed, the present value of L(-l) was used by Kim and 
4 

Cheng in an evaluation of the total inelast ic-scat ter ing cross section for 
15+ 

electron impact on Fe at high energies. 
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RELATIVISTIC EFFECTS IN EXCITATION CROSS SECTIONS FOR STRIPPED IONS 

Yong-Ki Kim 

Asymptotic Bom cross sections for the resonance transitions of Mo 

and Wions (Li- and Na-like) show 20 to 50% reductions when relat ivist ic 

wavefunctions are used Instead of nonrelativistic ones . The smaller cross 

sections result both (a) from relativist ic contraction of orbitals (reduced 

geometrical cross sections) and (b) from reduced range of momentum transfers 

(increase in the lower limit of the momentum transfer) when the spin-orbit 

splitting increases the excitation energy. The latter effect is most con

spicuous in the nsj^ — np^ transi t ions. The use of appropriate relat ivist ic 
2 2 

data would be necessary to obtain reliable (20% or better) cross sections for 

discrete excitations by electron impact. 

Abstract of a paper presented at the American Physical Society Topical Con
ference on Atomic Processes in High-Temperature Plasmas, Knoxville, Tenn. 
16-18 Febmary 1977. 
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ATOMIC FORM FACTORS AND INCOHERENT SCATTERING FUNCTIONS OF Xe, 
Hg, AND U IONS 

* 
Kwok-tsang Cheng and Yong-Kl Kim 

Atomic form factors and incoherent-scattering functions of Xê "*" (n=l -
6), Hg^+ (n= 2, 5 ,10 , 20, 34, 52), and U'^^ (n= 1, 6) were computed from re la 
t ivist ic Hartree-Fock wavefunctions. These data are needed in estimating 
total cross sections for inelast ic scattering of the ions by background gases 
in storage rings proposed in various heavy-ion fusion schemes. 

Introduction 

Some scenarios proposed for the inertial-confinement (pellet) fusion by 
1 

energetic heavy ions use storage rings to accumulate the ions before the final 

focusing on the pel le t . To determine vacuum requirements of the storage ring, 

it is necessary to estimate stripping cross sections of the ions by background 

gases in the ring. The terminal velocity of the ions is expected to be a 

sizable fraction of the speed of light (v. / c ~ 2/3) , and hence we can use 
ion 

the Bom approximation for the ion-gas coll is ion. 
A sum-rule method can be applied to the Bom cross sections for the 

2 
ion-atom collision in much the same way as was done for electron-atom co l -

3 
l i s lons . The sum rule reduces final expressions for the collision cross sections 

to terms involving the atomic form factors F(K) and Incoherent-scattering 

function S (K) of the ions and the target g a s e s . The functions F(K) and 
inc 

S (K) are also used in calculating cross sections for x-ray and electron 
inc ^ 

scat tering. 

For application to heavy-ion fusion schemes, F(K) and S. (K) for ions 

of various atoms and charge s ta tes are needed. A comprehensive tabulation 

exists in the literature for neutral atoms. For ions , however, F(K) was c a l 

culated only for a limited number of ions (mostly singly charged ones for 

crystallographlc applicat ions) , and no table of S. (K) for ions is available in 

the l i terature. 

* 
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Definitions 

Both F(K) and S (K) are functions of the momentum transfer Kti, and 
inc 

are defined in terms of an atomic wavefunction * as 

N ^ _ 
F(K) = (N̂  I 2 expdT- r . ) | ^ ) , (1) 

j=l ^ 

and 
N _ _ _ 2 

NS. (K) = ( * I YJ ® ^ P fiK • ^'^- - ^1,)] 1^ > - | F ( K ) I , (2) 
i n c . j^^ j 1 

where N is the total number of atomic electrons and r. is the position vector of 

the jth electron from the nucleus . In most applicat ions, the target atom is in 

the ground s ta te , and the ground-state wavefunction is used for * . (When 

high precision is unnecessary, a molecule can be approximated as the co l 

lection of constituent atoms, and the corresponding cross section can be 

approximated as the sum of cross sections for scattering by these atoms.) 

Results 

In the course of computing Bom cross sections for ion-atom coll is ions, 

we have calculated F(K) and S. (K) for a number of heavy ions from relativistic 
mc -

Hartree-Fock wavefunctions. We used Desclaux's computer codes to produce 
the wavefunctions. For open-shell configurations, we used average configura-

7 
t ions . Some of our results are being published elsewhere. 

As can be seen from the definitions 1 and 2, F(K) and S. (K) are even 
2 ^^^ 

functions of K, i . e . , functions of K . A convenient dimensionless variable 
2 ° 

to be used is Q s (Ka ) , where a =0 .529 A. We have tabulated F(Q) and 
S. (Q) of selected ions of Xe, Hg, and U in Tables 1-7 . The net charges 

inc 

on some of the ions were chosen such that remaining electrons form closed 

she l l s . 
The data for Hg ions [Hg^"^ (5d^°); Hg^"^ (5d^); Hg^°^ (5d^); Hg^°^ 

14 34+ 10 52+ 10 
(4f ); Hg (4d ); Hg (3d )] are also plotted in Figures 1 and 2. By 
definition, F(Q) = N at 0 = 0, and S, (Q) = 1 at Q — oo. 

inc 
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Hg 

10 10 

FIG. 1.—Atomic form factors of Hg ions . Q - (Ka^) . 

In Figure 1, curves for different net charges all merge to a common 

curve (within some tolerance) as Q Increases . The values of F(K) for large K 

are basical ly determined from the charge distribution of core electrons, and 

the exis tence of the common curve is a clear Indication that the core charge 

distribution is not affected much by the presence (or absence) of the outer 

electrons. 
No such common trait is observed in S.^^(Q) (Figure 2K because 

S (0) i s sensi t ive to outer charge distribution, i . e . , large r̂  - r (see 
inc 

Eq. 2), for small 0 , and, as noted earlier, approaching unity for large Q. 

In both ranges of Q, the ions have lit t le in common. 

For large values of KaQ(> 30) F(K) requires closely tabulated wave-

functions to avoid numerical cancellations from rapidly oscillating integrands 

(see Eq. 1). Some of the existing tables of F(K) for neutral atoms suffer from 

this defect .^ We interpolated wavefunctions to insure four signlflcant figures 

for Tables 1 -7 . 
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TABLF 1 COHFPFNT ANO INCDHFRfNT ATOMIC FORM ^ACTORS FOR XF • £ XE Z* 

Q 

0 . 0 

O.Ol 
0 . 0 2 
0 . 0 3 
0 . 0 4 
0 . 0 5 
0 . 0 6 
0 . 0 7 
0 . 0 8 
0 . 0 9 

0 . 1 0 
0 . 2 0 
0 . 3 0 
0 . 4 0 
0 . 5 0 
0 . 6 0 
0 . 7 0 
0 . 8 0 
0 . 9 0 

1 . 0 0 
2 . 0 0 
3 . 0 0 
4 . 0 0 
5 . 0 0 
6 . 0 0 
7 . 0 0 
8 . 0 0 
9 . 0 0 

1 0 . 0 0 
2 0 . 0 0 
3 0 . 0 0 
<t0 .00 
5 0 . 0 0 
6 0 . 0 0 
7 0 . 0 0 
8 0 . 0 0 
9 0 . 0 0 

XF • 

F(OI 

5 . 3 0 0 0 * 0 1 

5 .292D<-01 
5 . 2 8 3 r + 0 1 
5 . 2 7 5 0 + 0 1 
5 . 2 6 6 D + 0 1 
5 . 258D + 01 
5 . 2 5 0 D + 0 1 
5 . 2 4 2 0 f 0 1 
5 . 2 3 3 0 + 0 1 
5 .225D4-01 

5 . 2 1 7 D + 0 1 
5 . 1 3 9 D + 0 1 
5 . 0 6 5 r ) f O l 
4 . 9 9 5 n + 0 1 
4 . 9 2 9 ^ 4 - 0 1 
4 . 8 6 6 n + 0 l 
4 . 8 0 6 D + 0 1 
4 , 7 4 9 n + 0 1 
4 . 6 9 5 0 + 0 1 

4 . 6 4 3 0 + 0 1 
4 . 2 3 1 D + 0 1 
3 . 9 4 4 0 + 0 1 
3 . 7 2 7 P + 0 1 
3 . 5 5 2 0 + 0 1 
3 . 4 0 5 0 + 0 1 
3 . 2 7 7 0 + 0 1 
3 . 1 6 3 0 + 0 1 
3 . 0 6 0 0 + 0 1 

2 . 9 6 7 0 + 0 1 
2 . 3 4 4 0 + 0 1 
2 . 0 1 9 0 + 0 1 
1 . 8 2 2 0 + 0 1 
1 . 6 8 5 0 + 0 1 
1 . 5 7 5 0 + 0 1 
1 . 4 8 1 t : + 0 1 
1 . 3 9 6 0 + 0 1 
1 . 3 1 8 D + 0 1 

SINC(O) 

0 . 0 

9 . 4 9 3 0 - 0 2 
1 . 8 8 7 0 - 0 1 
2 . 8 1 2 0 - 0 1 
3 . 7 2 6 0 - 0 1 
4 . 6 2 8 0 - 0 1 
5 . 5 2 0 0 - 0 1 
6 . 4 0 0 0 - 0 1 
7 . 2 7 0 0 - 0 1 
8 . 1 2 9 0 - 0 1 

9 . 9 7 8 0 - 0 1 
1 . 6 9 4 0 + 0 0 
2 . 4 0 6 0 + 0 0 
3 . 0 4 9 0 + 0 0 
^ . 6 3 3 0 + 0 0 
4 . 1 6 9 0 i-OO 
4 . 6 6 2 0 + 0 0 
5 . 1 2 1 D + 0 0 
5 . 5 5 0 0 + 0 0 

5 . 9 5 2 O > 0 0 
9 . 0 6 2 0 + 0 0 
1 . 1 2 4 0 + 0 1 
1 . 2 8 8 0 + 0 1 
1 . 4 1 9 0 + 0 1 
1 . 5 2 6 0 + 0 1 
1 .619"'+01 
1 . 7 0 1 0 + 0 1 
1 . 7 7 5 0 + 0 1 

1.843^^+01 
2 . 3 5 0 0 + 0 1 
2 . 6 9 4 0 + 0 1 
2 . 9 4 4 0 + 0 1 
3 . 1 3 ^ + 0 1 
3 . 2 7 5 0 + 0 1 
3 . 3 9 1 0 + 0 1 
3 . 4 8 7 C + 0 1 
•" .5700 + 01 

XE 

F ( Q ) 

5 . 2 0 0 0 + 0 1 

5 . 1 9 3 D + 0 1 
5 . 1 8 6 0 + 0 1 
5 . 1 7 9 0 + 0 1 
5 . 1 7 2 0 + 0 1 
5 . 1 6 4 0 + 0 1 
5 . 1 5 7 0 + 0 1 
5 . 1 5 1 0 + 0 1 
5 . 1 4 4 0 + 0 1 
5 . 1 3 7 0 + 0 1 

5 . 1 3 0 0 + 0 1 
5 . 0 6 3 0 + 0 1 
4 . 9 9 9 0 + 0 1 
4 . 9 3 8 0 + 0 1 
4 . 8 8 0 0 + 0 1 
4 . 8 2 4 0 + 0 1 
4 . 7 7 0 0 + 0 1 
4 . 7 1 9 0 + 0 1 
4 . 6 6 9 0 + 0 1 

4 . 6 2 2 0 + 0 1 
4 . 2 3 4 0 + 0 1 
3 . 9 5 2 0 + 0 1 
3 . 7 3 5 0 + 0 1 
3 . 5 5 8 0 + 0 1 
3 . 4 0 8 0 + 0 1 
3 . 2 7 9 0 + 0 1 
3 . 1 6 4 0 + 0 1 
3 . 0 6 C C + 0 1 

2 . 9 6 6 0 + 0 1 
2 . 3 4 3 0 + 0 1 
2 . 0 1 8 0 + 0 1 
1 . 8 2 2 0 + 0 1 
1 . 6 8 5 0 + 0 1 
1 . 5 7 5 0 + 0 1 
1 . 4 8 10+01 
1 . 3 9 6 0 + 0 1 
1 . 3 1 8 0 + 0 1 

2 + 

SINC(Q» 

0 . 0 

7 . 9 3 3 0 - 0 2 
1 . 5 7 9 0 - 0 1 
2 . 3 5 6 0 - 0 1 
3 . 1 2 6 0 - 0 1 
3 . 8 8 8 0 - 0 1 
4 . 6 4 2 0 - 0 1 
5 . 3 8 9 0 - 0 1 
6 . 1 2 9 0 - 0 1 
6 . 8 6 2 0 - 0 1 

7 . 5 8 7 0 - 0 1 
1 . 4 4 8 0 + 0 0 
2 . 0 7 7 0 + 0 0 
2 . 6 5 4 0 + 0 0 
3 . 1 8 6 0 + 0 0 
3 . 6 8 0 0 + 0 0 
4 . 1 4 0 0 + 0 0 
4 . 5 7 0 0 + 0 0 
4 . 9 7 4 0 + 0 0 

5 . 3 5 4 0 + 0 0 
8 . 3 0 7 0 + 0 0 
1 . 0 3 7 0 + 0 1 
1 . 1 9 5 0 + 0 1 
1 . 3 2 2 0 + 0 1 
1 . 4 2 8 0 + 0 1 
1 . 5 2 0 0 + 0 1 
1 . 6 0 2 0 + 0 1 
1 . 6 7 6 0 + 0 1 

1 . 7 4 4 0 + 0 1 
2 . 2 5 1 0 + 0 1 
2 . 5 9 4 0 + 0 1 
2 . 8 4 4 ' ^ + 01 
3 . 0 3 1 0 + 0 1 
3 . 1 7 5 0 + 0 1 
3 . 2 9 1 0 + 0 1 
3 . 3 8 7 0 + 0 1 
3 . 4 7 0 0 + 0 1 
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TABLE 1 CONTINLED 

XF • 

F<QJ S I N C ( Q ) 

XE 2 + 

F(Q) SINC(Q) 

1 0 0 . 0 0 
2 0 0 . 0 0 
3 0 0 . 0 0 
4 0 0 . 0 0 
5 0 0 . 0 0 
6 0 0 . 0 0 
7 0 0 . 0 0 
8 0 0 . 0 0 
9 0 0 . 0 0 

1 .2460+01 
7 .8310+00 
6 . 0 2 1 0 + 0 0 
5 . 2 1 8 0 + 0 0 
4 . 7 3 2 0 + 0 0 
4 . 3 5 2 0 + 0 0 
4 . 0 1 5 0 + 0 0 
3 . 7 0 8 0 + 0 0 
3 . 4 2 7 0 + 0 0 

3 .6420+01 
4 .1010+01 
4 .3480+01 
4 .5090+01 
4 .6230+01 
4 .7100+01 
4 .7790+01 
4 .8340+01 
4 .8790+01 

1 .2460+01 
7 .8310+00 
6 . 0 2 2 0 + 0 0 
5 .2180+00 
4 . 7 3 2 0 + 0 0 
4 .3510+00 
4 .015C+00 
3 .7070+00 
3 .4270+00 

3.5420+01 
4.0010+01 
4.2480+01 
4.4090+01 
4.5230+01 
4.6100+01 
4.6790+01 
4.7340+01 
4.7790+01 

1000.00 
2 000.00 
3000.00 
4000.00 
5000.00 
6000.00 
7000.00 
8000.00 
9000.00 

3.1740+00 
1.7740+00 
1.3390+00 
1.1540+00 
1.0400+00 
9.5180-01 
8.7620-01 
8.0910-01 
7.4890-01 

4.9160+01 
5.0950+01 
5.1570+01 
5.1920+01 
5.215^+01 
5.2320+01 
5.2450+01 
5.2550+01 
5.2630+01 

3.1730+00 
1.7740+00 
1.3390+00 
1,1540+00 
1.0400+00 
9.5180-01 
8.7620-01 
8.0920-01 
7.49C0-01 

4.8160+01 
4.9950+01 
5.0570+01 
5.0920+01 
5.1150+01 
5.1320+01 
5.1450+01 
5.1550+01 
5.1630+01 

1 0 0 0 0 . 0 0 6.9470-01 5.2690+01 6.9480-01 5 .1690+01 
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TABLE 2 COHERENT AMD INCOHERENT ATOMIC FORM FACTORS FOR XE 3+ 6 XE 4> 

Q 

0 . 0 

0 . 0 1 
0 . 0 2 
0 . 0 3 
0 . 0 4 
0 . 0 5 
0 . 0 6 
0 . 0 7 
0 . 0 8 
0 . 0 9 

0 . 1 0 
0 . 2 0 
0 . 3 0 
0 . 4 0 
0 . 5 0 
0 . 6 0 
0 . 7 0 
0 . 8 0 
0 . 9 0 

I . 0 0 
2 . 0 0 
3 . 0 0 
4 . 0 0 
5 . 0 0 
6 . 0 0 
7 . 0 0 
8 . 0 0 
9 . 0 0 

1 0 . 0 0 
2 0 . 0 0 
3 0 . 0 0 
4 0 . 0 0 
5 0 . 0 0 
6 0 . 0 0 
7 0 . 0 0 
8 0 . 0 0 
9 0 . 0 0 

XF 

F ( Q » 

5 . 1 0 0 0 + 0 1 

5 . 0 9 4 0 + 0 1 
5 . 0 8 8 0 + 0 1 
5 . 0 8 2 0 + 0 1 
5 . 0 7 6 0 + 0 1 
5 . 0 7 0 0 + 0 1 
5 . 0 6 4 0 + 0 1 
5 . 0 5 8 0 + 0 1 
5 . 0 5 2 0 + 0 1 
5 . 0 4 6 0 + 0 1 

5 . 0 4 0 0 + 0 1 
4 . 9 8 3 0 + 0 1 
4 . 9 2 8 0 + 0 1 
4 . 8 7 5 0 + 0 1 
4 . 8 2 4 0 + 0 1 
4 . 7 7 4 0 + 0 1 
4 . 7 2 7 0 + 0 1 
4 . 6 8 1 0 + 0 1 
4 . 6 3 6 0 + 0 1 

4 . 5 9 3 0 + 0 1 
4 . 2 3 2 0 + 0 1 
3 . 9 5 9 0 + 0 1 
3 . 7 4 3 0 + 0 1 
3 . 5 6 5 0 + 0 1 
3 . 4 1 4 0 + 0 1 
3 . 2 8 2 0 + 0 1 
3 . 1 6 6 0 + 0 1 
3 . 0 6 i n + o i 

2 . 9 6 6 0 + 0 1 
2 . 3 4 2 0 + 0 1 
2 . 0 1 8 0 + 0 1 
1 . 8 2 3 0 + 0 1 
1 . 6 8 5 0 + 0 1 
1 . 5 7 6 0 + 0 1 
1 . 4 8 1 0 + 0 1 
1 . 3 9 6 0 + 0 1 
1 . 3 1 8 0 + 0 1 

3+ 

SINC(Q) 

0 . 0 

6 . 7 2 2 0 - 0 2 
1 . 3 3 9 0 - 0 1 
2 . 0 0 0 0 - 0 1 
2 . 6 5 6 0 - 0 1 
3 . 3 0 7 P - 0 1 
3 . 9 5 3 ' ^ - 0 l 
4 . 5 9 4 0 - 0 1 
5 . 2 2 9 0 - 0 1 
5 .860':^-01 

6 . 4 8 5 0 - 0 1 
1 . 2 4 8 0 + 0 0 
1 . 8 0 5 0 + 0 0 
2 . 3 2 3 0 + 0 0 
2 . 8 0 6 0 + 0 0 
3 . 2 5 9 0 + 00 
3 . 6 8 4 n + 0 0 
4 . 0 8 4 0 + 0 0 
4 . 4 6 3 0 + 0 0 

4 . 8 2 1 0 + 0 0 
7 . 6 1 4 0 + 0 0 
9 . 5 6 2 0 + 0 0 
1 . 1 0 6 0 + 0 1 
1 . 2 2 8 0 + 0 1 
1 . 3 3 2 0 + 0 1 
1 . 4 ? 3 ' ^ + 0 l 
1 . 5 0 5 0 + 0 1 
1 . 5 7 9 0 + 0 1 

1 . 6 4 7 0 + 0 1 
2 . 1 5 3 ^ + 0 1 
2 . 4 9 5 0 + 0 1 
2 . 7 4 5 0 + 0 1 
2 . 9 3 2 0 + 0 1 
3 . 0 7 6 0 + 0 1 
3 . 1 9 1 0 + 0 1 
3 . 2 3 3 " + 0 1 
3 . 3 7 0 0 + 0 1 

XE 

F ( Q ) 

5 . 0 0 0 0 + 0 1 

4 . 9 9 5 0 + 0 1 
4 . 9 9 0 0 + 0 1 
4 . 9 8 5 0 + 0 1 
4 . 9 8 0 0 + 0 1 
4 . 9 7 5 0 + 0 1 
4 . 9 6 9 0 + 0 1 
4 . 9 6 4 0 + 0 1 
4 . 9 5 9 0 + 0 1 
4 . 9 5 4 0 + 0 1 

4 . 9 4 9 0 + 0 1 
4 . 9 0 1 0 + 0 1 
4 . 8 5 3 0 + 0 1 
4 . 8 0 7 0 + 0 1 
4 . 7 6 3 0 + 0 1 
4 . 7 1 9 0 + 0 1 
4 . 6 7 7 0 + 0 1 
4 . 6 3 7 0 + 0 1 
4 . 5 9 7 0 + 0 1 

4 . 5 5 9 0 + 0 1 
4 . 2 2 6 0 + 0 1 
3 . 9 6 4 0 + 0 1 
3 . 7 5 1 0 + 0 1 
3 . 5 7 3 0 + 0 1 
3 . 4 2 1 0 + 0 1 
3 . 2 8 7 0 + 0 1 
3 . 1 6 9 0 + 0 1 
3 . 0 6 3 0 + 0 1 

2 . 9 6 7 0 + 0 1 
2 . 3 4 0 0 + 0 1 
2 . 0 1 8 0 + 0 1 
1 . 8 2 3 0 + 0 1 
1 . 6 8 5 0 + 0 1 
1 . 5 7 6 0 + 0 1 
1 . 4 8 1 0 + 0 1 
1 . 3 9 6 0 + 0 1 
1 . 3 1 8 0 + 0 1 

4 + 

SINC(Q) 

0 . 0 

5 . 7 3 9 0 - 0 2 
1 . 1 4 4 0 - 0 1 
1 . 7 1 1 0 - 0 1 
2 . 2 7 4 0 - 0 1 
2 . 8 3 3 0 - 0 1 
3 . 3 8 9 0 - 0 1 
3 . 9 4 1 0 - 0 1 
4 . 4 9 0 0 - 0 1 
5 . 0 3 5 0 - 0 1 

5 . 5 7 7 0 - 0 1 
1 . 0 8 1 0 + 0 0 
1 . 5 7 4 0 + 0 0 
2 . 0 3 8 0 + 0 0 
2 . 4 7 5 0 + 0 0 
2 . 8 8 9 0 + 0 0 
3 . 2 8 0 0 + 0 0 
3 . 6 5 1 0 + 0 0 
4 . 0 0 3 0 + 0 0 

4 . 3 3 8 0 + 0 0 
6 . 9 7 4 0 + 0 0 
8 . 8 0 7 0 + 0 0 
1 . 0 2 2 0 + 0 1 
1 . 1 3 8 0 + 0 1 
1 . 2 3 9 0 + 0 1 
1 . 3 2 8 0 + 0 1 
1 . 4 0 8 0 + 0 1 
1 . 4 8 2 0 + 0 1 

1 . 5 5 0 0 + 0 1 
2 . 0 5 5 0 + 0 1 
2 . 3 9 6 0 + 0 1 
2 . 6 4 5 0 + 0 1 
2 . 8 3 2 0 + 0 1 
2 . 9 7 6 0 + 0 1 
3 . 0 9 2 0 + 0 1 
3 . 1 8 8 0 + 0 1 
3 . 2 7 0 0 + 0 1 
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TABLE 2 CGNTINL=0 

XP 3 + 

P (O I SI NC C Q) 

XF 4 + 

F ( C ) S I N C « Q ) 

100.00 
200.00 
300.00 
400.00 
500.00 
600.00 
700.00 
800.00 
900.00 

1.2460+01 
7.8310+00 
6.0220+00 
5.2180+00 
4.7320+00 
4.3510+00 
4.0140+00 
3.7070+00 
3.4260+00 

3.4430+01 
3.9010+01 
4.1480+01 
4.3090+01 
4.4230+01 
4.5100+01 
4.5790+01 
4.6340+01 
4.6790+01 

1.2460+01 
7.8300+00 
6.0220+00 
5.2180+00 
4.7320+00 
4.3500+00 
4.0130+00 
3.7060+00 
3.4260+00 

3.3430+01 
3.8010+01 
4.0490+01 
4.2090+01 
4.3230+01 
4.4100+01 
4.4790+0! 
4.5340+01 
4.5790+01 

1000.00 
2000.00 
3000.00 
4000.00 
5000.00 
6000.00 
7000.00 
8000.00 
9000.00 

3 . 1 7 3 0 + 0 0 
1 . 7 7 4 0 + 0 0 
1 . 3 3 9 0 + 0 0 
1 . 1 5 4 0 + 0 0 
1 . 0 4 0 0 + 0 0 
9 . 5 1 9 0 - 0 1 
8 . 7 6 3 0 - 0 1 
8 . 0 9 2 0 - 0 1 
7 . 4 9 0 0 - 0 1 

4 . 7 1 6 0 + 0 1 
4 . 8 9 5 0 + 0 1 
4 . 9 5 7 0 + 0 1 
4 . 9 9 2 0 + 0 1 
5 . 0 1 5 0 + 0 1 
5 . 0 3 2 0 + 0 1 
5 . 0 4 5 0 + 0 1 
5 . 0 5 5 0 + 0 1 
5 . 0 6 3 0 + 0 1 

3 . 1 7 2 0 + 0 0 
1 . 7 7 3 0 + 0 0 
1 . 3 3 9 0 + 0 0 
1 . 1 5 4 0 + 0 0 
1 .0400+OC 
9 . 5 2 0 0 - 0 1 
8 . 7 6 3 0 - 0 1 
8 . 0 9 3 0 - 0 1 
7 . 4 9 1 0 - 0 1 

4.6160+01 
4.7950+01 
4.8570+01 
4.8920+01 
4.9150+01 
4.9320+01 
4.9450+01 
4.9550+01 
4.9630+01 

1 0 0 0 0 . 0 0 6.9480-01 5 . 0 6 9 0 + 0 1 6.9490-01 4.9690+01 
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TABLE 3 COHFRFNT ANO INCOH^I-RFNT ATOMIC '=ORM =ACTORS FOR XE 5 + 6 XE 6 + 

Q 

0 . 0 

0 . 0 1 
0 . 0 2 
0 . 0 3 
0 . 0 4 
0 . 0 5 
0 . 0 6 
0 . 0 7 
0 . 0 8 
0 . 0 9 

0 . 1 0 
0 . 2 0 
0 . 3 0 
0 . 4 0 
0 . 5 0 
0 . 6 0 
0 . 7 0 
0 . 8 0 
0 . 9 0 

1 . 0 0 
2 . 0 0 
3 . 0 0 
4 . 0 0 
5 . 0 0 
6 . 0 0 
7 . 0 0 
P . 0 0 
9 . 0 0 

1 0 . 0 0 
2 0 . 0 0 
3 0 . 0 0 
4 0 . 0 0 
5 0 . 0 0 
6 0 . 0 0 
7 0 . 0 0 
8 0 . 0 0 
9 0 . 0 0 

XF 

F(0> 

4 . 9 0 0 0 + 0 1 

4 . 8 9 6 0 + 0 1 
4 . 8 9 1 0 + 0 1 
4 . 8 8 7 0 + 0 1 
4 . 8 3 3 0 + 0 1 
4 . 8 7 8 0 + 0 1 
4 . 8 7 4 0 + 0 1 
4 . 8 7 0 0 + 0 1 
4 . 8 6 6 0 + 0 1 
4 . 3 6 1 0 + 0 1 

4 . 8 5 7 0 + 0 1 
4 . 8 1 6 0 + 0 1 
4 . 7 7 5 0 + 0 1 
4 . 7350 + 01 
4 . 6 9 7 0 + 0 1 
4 . 6 5 9 0 + 0 1 
4 . 6 2 2 0 + 0 1 
4 . 5 8 6 0 + 0 1 
4 . 5 5 1 0 + 0 1 

4 . 5 1 7 0 + 0 1 
4 . 2 1 3 0 + 0 1 
3 . 9 6 6 0 + 0 1 
3 .759-« + 01 
3 . 5 8 2 0 + 0 1 
3 . 4 2 9 0 + 0 1 
3 . 2 9 4 0 + 0 1 
3 . 1 7 4 0 + 0 1 
3 . 0 6 7 0 + 0 1 

2 . 9 6 9 0 + 0 1 
2 . 3 3 8 0 + 0 1 
2 . 0 1 7 0 + 0 1 
1 .823'^+01 
1 . 6 8 6 0 + 0 1 
1 . 5 7 6 0 + 0 1 
1 . 4 8 2 0 + 0 1 
1 . 3 9 6 0 + 0 1 
1.318^^+01 

5 + 

STNC{Q) 

0 . 0 

4 . 9 8 3 0 - 0 2 
9 . 9 3 6 0 - 0 2 
1 . 4 3 6 0 - 0 1 
1 . 9 7 5 0 - 0 1 
2 . 4 6 2 0 - 0 1 
2 . 9 4 6 ^ - 0 1 
3 . 4 2 6 0 - 0 1 
3 . 9 0 4 0 - 0 1 
4 .379 ' :^-0 l 

4 . 8 5 2 0 - 0 1 
9 . 4 2 7 0 - 0 1 
1 . 3 7 5 0 + 0 0 
1 . 7 8 3 0 + 0 0 
2 . 1 7 0 0 + 0 0 
2 . 5 3 6 0 + 0 0 
2 . 8 8 5 0 + 0 0 
3 . 2 1 6 0 + 0 0 
3 . 5 3 1 0 + 0 0 

"».8310 + 00 
6 . ^ 3 1 0 + 0 0 
7 . 9 4 3 0 + 0 0 
9 . 2 9 2 0 + 0 0 
1 . 0 4 3 0 f 0 1 
l . l ' + 2 0 + 01 
1 . 2 3 l O f 0 l 
1 . 3 1 2 0 + 0 1 
1 . 3 8 6 0 + 0 1 

1 . 4 5 4 0 f O l 
1 . 9 5 7 0 + 0 1 
2 . 2 9 7 0 + 0 1 
2 . 5 4 6 0 + 0 1 
2 . 7 3 3 0 + 0 1 
2 . 8 7 7 0 + 0 1 
2 . 9 9 2 0 + 0 1 
3 . 0 8 8 0 + 0 1 
3 . 1 7 1 0 + 0 1 

X = 

F(0> 

4 . 8 0 0 0 + 0 1 

4 . 7 9 6 0 + 0 1 
4 . 7 9 3 0 + 0 1 
4 . 7 8 9 0 + 0 1 
4 . 7 8 6 0 + 0 1 
4 . 7 8 2 0 + 0 1 
4 . 7 7 8 0 + 0 1 
4 . 7 7 5 0 + 0 1 
4 . 7 7 1 0 + 0 1 
4 . 7 6 8 0 + 0 1 

4 . 7 6 4 0 + 0 1 
4 . 7 2 9 0 + 0 1 
4 . 6 9 4 0 + 0 1 
4 . 6 6 1 0 + 0 1 
4 . 6 2 7 0 + 0 1 
4 . 5 9 5 0 + 0 1 
4 . 5 6 3 0 + 0 1 
4 . 5 3 2 0 + 0 1 
4 . 5 0 1 0 + 0 1 

4 . 4 7 1 0 + 0 1 
4 . 1 9 6 0 + 0 1 
3 . 9 6 4 0 + 0 1 
3 . 7 6 4 0 + 0 1 
3 . 5 9 1 0 + 0 1 
3 . 4 3 8 0 + 0 1 
3 . 3 0 2 0 + 0 1 
3 . 1 8 1 0 + 0 1 
3 . 0 7 2 0 + 0 1 

2 . 9 7 3 0 + 0 1 
2 . 3 3 5 0 + 0 1 
2 . 0 1 5 0 + 0 1 
1 . 8 2 2 0 + 0 1 
1 . 6 8 6 0 + 0 1 
1 . 5 7 7 0 + 0 1 
1 . 4 8 2 0 + 0 1 
1 . 3 9 7 0 + 0 1 
1 . 3 1 8 0 + 0 1 

6 + 

SINC(O) 

0 . 0 

4 . 3 4 3 0 - 0 2 
8 . 6 6 1 0 - 0 2 
1 . 2 9 5 0 - 0 1 
1 . 7 2 2 0 - 0 1 
2 . 1 4 7 0 - 0 1 
2 . 5 6 9 0 - 0 1 
2 . 9 8 8 0 - 0 1 
3 . 4 0 6 0 - 0 1 
3 . 8 2 1 0 - 0 1 

4 . 2 3 3 0 - 0 1 
8 . 2 3 4 0 - 0 1 
1 . 2 0 2 0 + 0 0 
1 . 5 6 1 0 + 0 0 
1 . 9 0 1 0 + 0 0 
2 . 2 2 5 0 + 0 0 
2 . 5 3 3 0 + 0 0 
2 . 8 2 6 0 + 0 0 
3 . 1 0 6 0 + 0 0 

3 . 3 7 3 0 + 0 0 
5 . 5 3 3 0 + 0 0 
7 . 1 1 2 0 + 0 0 
8 . 3 8 9 0 + 0 0 
9 . 4 8 7 0 + 0 0 
1 . 0 4 6 0 + 0 1 
1 . 1 3 5 0 + 0 1 
1 . 2 1 5 0 + 0 1 
1 . 2 9 0 0 + 0 1 

1 . 3 5 8 0 + 0 1 
1 . 8 6 0 0 + 0 1 
2 . 1 9 8 0 + 0 1 
2 . 4 4 7 0 + 0 1 
2 . 6 3 4 0 + 0 1 
2 . 7 7 8 0 + 0 1 
2 . 8 9 3 0 + 0 1 
2 . 9 8 9 0 + 0 1 
3 . 0 7 1 0 + 0 1 
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TABLF 3 CONTINL' 

Q 

100.00 
200.00 
300.00 
400.00 
500.00 
600.00 
700.00 
8 00.00 
900.00 

1000.00 
2000.00 
3000.00 
4000.00 
5000.00 
6000.00 
7000.00 
8000.00 
9000.00 

10000.CO 

•̂ 0 

XF 5 

^(Q) 

1.2460+01 
7.8290 + 00 
t.0220+00 
5.2180+00 
4.731'"+00 
4.3500+00 
4.0130+00 
3.7050+00 
3.4250+00 

3.1710+00 
1.7730+00 
1.3390+00 
1.1540+00 
1.0400+00 
9.5200-01 
8.7640-01 
8.0930-01 
7.4910-01 

6.9490-01 

1 + 

SINC(OI 

3.2430+01 
3.7010+01 
3.949'"+01 
4.1090+01 
4.223"'+0l 
4.3100 + 01 
4.379^+01 
4.434^^ + 01 
4.4790+01 

4.5160+01 
4.695'̂  + 01 
4.7570+01 
4.7920+01 
4.815"+0l 
4.8320+01 
4.3450+01 
4.8550+01 
4.863'"+0l 

4.8690+01 

XF 

F(G) 

1.2460+01 
7.8280+00 
6.0220+00 
5.2180+00-
4.7310+00 
4.3490+00 
4.0120+00 
3.7040+00 
3.4240+OC 

3.1700+00 
1.7720+00 
1.3390+00 
1.1540+00 
1.040^^+00 
9.5210-01 
8.7650-01 
8.0940-01 
7.4920-01 

6.9500-01 

6 + 

SINC(Q) 

3.1440+01 
3.6020+01 
3.8490+01 
4.0090+01 
4.1240+01 
4.2100+01 
4.2790+01 
4.3340+01 
4.3790+01 

4.4160+01 
4.5950+01 
4.6570+01 
4.6920+01 
4.7150+01 
4.732^+01 
4.7450+01 
4.7550+01 
4.7630+01 

4.7690+01 
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TABLE 4 COHFRFNT AN"' INCOH^UCNT ATOMIC FORM FACTORS FOR HG 2+ C HG 5 + 

Q 

0 . 0 

0 . 0 1 
0 . 0 2 
0 . 0 3 
0 . 0 4 
0 . 0 5 
0 . 0 6 
0 . 0 7 
0 . 0 8 
0 . 0 9 

0 . 1 0 
0 . 2 0 
0 . 3 0 
0 . 4 0 
0 . 5 0 
0 . 6 0 
0 . 7 0 
0 . 8 0 
0 . 9 0 

1 . 0 0 
2 . 0 0 
3 . 0 0 
4 . 0 0 
5 . 0 0 
6 . 0 0 
7 . 0 0 
8 . 0 0 
9 . 0 0 

1 0 . 0 0 
2 0 . 0 0 
3 0 . 0 0 
4 0 . 0 0 
5 0 . 0 0 
6 0 . 0 0 
7 0 . 0 0 
8 0 . 0 0 
9 0 . 0 0 

HG 

PIO) 

7 . 8 0 0 0 + 0 1 

7 . 7 9 3 0 + 0 1 
7 . 7 8 6 0 + 0 1 
7 . 7 7 9 0 + 0 1 
7 . 7 7 2 0 + 0 1 
7 . 7 6 6 0 + 0 1 
7 . 7 5 9 0 + 0 1 
7 . 7 5 2 0 + 0 1 
7 . 7 4 5 0 + 0 1 
7 . 7 3 9 0 + 01 

7 . 7 3 2 0 + 0 1 
7 . 6 6 5 0 + 0 1 
7 . 6 0 1 0 + 0 1 
7 . 5 3 8 0 + 0 1 
7 . 4 7 7 0 + 0 1 
7 . 4 1 8 0 + 0 1 
7 .360 '^+01 
7 . 3 0 3 0 + 0 1 
7 . 2 4 8 0 + 0 1 

7 . 1 9 4 0 + 0 1 
6 . 7 2 2 0 + 0 1 
6 . 3 4 3 0 + 0 1 
6 . 0 3 1 0 + 0 1 
5 . 7 6 8 0 + 0 1 
5 . 5 4 3 0 + 0 1 
5 . 3 4 8 0 + 0 1 
5 . 1 7 6 0 + 0 1 
5 . 0 2 3 0 + 0 1 

4 . 8 8 6 0 + 0 1 
3 . 9 7 8 0 + 0 1 
3 . 4 3 9 0 + 0 1 
3 . 0 4 9 0 + 0 1 
2 .747' - '+01 
2 .507'~ + 01 
2 . 3 1 3 0 + 0 1 
2 . 1 5 7 0 + 0 1 
2 . 0 2 9 0 + 0 1 

2 + 

SINC(0» 

0 . 0 

7 . 4 8 9 0 - 0 2 
1 . 4 9 2 0 - 0 1 
2 . 2 3 0 0 - 0 1 
2 . 9 6 3 0 - 0 1 
3 . 6 9 n - 0 1 
4 . 4 1 4 0 - 0 1 
5 . 1 3 1 0 - 0 1 
5 . 8 4 3 0 - 0 1 
6 . 5 5 1 0 - 0 1 

7 . 2 5 3 0 - 0 1 
1 . 4 0 2 0 + 0 0 
2 . 0 3 4 0 + 0 0 
2 . 6 2 5 0 + 0 0 
3 .180 '^ + 0 0 
3 . 7 0 2 0 + 0 0 
4 . 1940 + 00 
4 . 6 5 8 0 + 0 0 
5 . 0 9 7 0 + 0 0 

5 . 5 1 3 0 + 0 0 
8 . 7 7 6 0 + 0 0 
1.109'^ + 01 
1 . 2 9 6 0 + 0 1 
1 . 4 5 7 0 + 0 1 
1 . 6 0 1 0 + 0 1 
1.733-^^+01 
1 . 8 5 5 ^ + 0 1 
1 . 9 6 8 0 + 0 1 

2 . 0 7 4 0 + 0 1 
2 . 8 3 1 0 + 0 1 
3 . 2 7 9 0 + 0 1 
3 . 5 9 0 0 + 0 1 
3.834':^ + 01 
4 . 0 3 8 ' ^ + 0 l 
4 . 2 1 5 0 + 0 1 
4 . 3 7 1 0 + 0 1 
4 . 5 1 1 0 + 0 1 

HG 

FCC) 

7 . 5 0 C 0 + 0 1 

7 . 4 9 5 0 + 0 1 
7 . 4 9 0 0 + 0 1 
7 . 4 8 5 0 + 0 1 
7 . 4 8 0 0 + 0 1 
7 . 4 7 5 0 + 0 1 
7 . 4 7 C O + 0 1 
7 . 4 6 5 0 + 0 1 
7 . 4 6 C 0 + 0 1 
7 . 4 5 5 0 + 0 1 

7 . 4 5 C 0 + 0 1 
7 . 4 0 C 0 + 0 1 
7 . 3 5 1 0 + 0 1 
7 . 3 0 4 0 + 0 1 
7 . 2 5 7 0 + 0 1 
7 . 2 1 1 0 + 0 1 
7 . 1 6 5 0 + 0 1 
7 . 1 2 1 0 + 0 1 
7 . 0 7 7 ' ^ + 0 1 

7 . 0 3 5 0 + 0 1 
6 . 6 4 4 0 + 0 1 
6 . 3 1 2 0 + 0 1 
6 . 0 2 7 0 + 0 1 
5 . 7 7 9 0 + 0 1 
5 . 5 6 2 0 + 0 1 
5 . 3 7 0 0 + 0 1 
5 . 1 9 9 0 + 0 1 
5 . 0 4 6 0 + 0 1 

4 . 9 0 7 0 + 0 1 
3 . 9 8 1 0 + 0 1 
3 . 4 3 6 0 + 0 1 
3 . 0 4 5 0 + 0 1 
2 . 7 4 4 0 + 0 1 
2 . 5 0 5 0 + 0 1 
2 . 3 1 3 0 + 0 1 
2 . 1 5 7 0 + 0 1 
2 . 0 2 9 0 + 0 1 

5 + 

SINC(O) 

0 . 0 

5 . 0 0 6 0 - 0 2 
9 . 9 8 9 0 - 0 2 
1 . 4 9 5 0 - 0 1 
1 . 9 8 9 0 - 0 1 
2 . 4 8 0 0 - 0 1 
2 . 9 7 0 0 - 0 1 
3 . 4 5 7 0 - 0 1 
3 . 9 4 2 0 - 0 1 
4 . 4 2 5 0 - 0 1 

4 . 9 0 6 0 - 0 1 
9 . 5 9 8 0 - 0 1 
1 . 4 0 9 0 + 0 0 
1 . 8 4 0 D + 0 0 
2 . 2 5 3 0 + 0 0 
2 . 6 4 9 0 + 0 0 
3 . 0 3 0 0 + 0 0 
3 . 3 9 7 0 + 0 0 
3 . 7 5 0 0 + 0 0 

4 . . 0 9 0 0 + 00 
6 . 9 3 8 0 + 0 0 
9 . 1 0 4 0 + 0 0 
1 . 0 8 8 0 + 0 1 
1 . 2 4 0 0 + 0 1 
1 . 3 7 6 0 + 0 1 
1 . 5 0 0 0 + 0 1 
1 . 6 1 5 0 + 0 1 
1 . 7 2 1 0 + 0 1 

1 . 8 2 1 0 + 0 1 
2 . 5 4 7 0 + 0 1 
2 . 9 8 6 0 + 0 1 
3 . 2 9 4 0 + 0 1 
3 . 5 3 6 0 + 0 1 
3 . 7 3 9 0 + 0 1 
3 . 9 1 5 0 + 0 1 
4 . 0 7 1 0 + 0 1 
4 . 2 1 2 0 + 0 1 
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TABLF 4 CONTINLFD 

HG 2 + 

F ( Q I STNC(O) 

HG 5 + 

F(C) SINC I Q ) 

1 0 0 . 0 0 
2 0 0 . 0 0 
3 0 0 . 0 0 
4 0 0 . 0 0 
5 0 0 . 0 0 
6 0 0 . 0 0 
7 0 0 . 0 0 
8 0 0 . 0 0 
9 0 0 . 0 0 

1 .9230+01 
1 .4230+01 
1 .1860+01 
1 .0010+01 
8 . 5 7 1 0 + 0 0 
7 . 4 8 8 0 + 0 0 
6 . 6 9 3 0 + 0 0 
6 . 1 1 2 0 + 0 0 
5 . 6 8 2 0 + 0 0 

4 . 6 3 9 0 + 0 1 
5 . 4 9 9 0 + 0 1 
5.951^^ + 01 
6 . 2 2 5 0 + 0 1 
6 . 4 1 4 0 + 0 1 
6 . 5 5 7 0 + 0 1 
6 . 6 7 0 0 + 0 1 
6 . 7 6 4 0 + 0 1 
6 . 8 4 3 0 + 0 1 

1 .9240+01 
1 .4230+01 
1 .1860+01 
I .OOlD+01 
8 .5690+00 
7 .4860+00 
6 . 6 9 2 0 + 0 0 
6 . 1 1 1 0 + 0 0 
5 .6820+00 

4.3390+01 
5.2000+01 
5.6510+01 
5.9250+01 
6.1140+01 
6.2570+01 
6.3700+01 
6.4640+01 
6.5430+01 

1 0 0 0 . 0 0 
2 0 0 0 . 0 0 
3 0 0 0 . 0 0 
4 0 0 0 . 0 0 
5 0 0 0 . 0 0 
6 0 0 0 . 0 0 
7 0 0 0 . 0 0 
8 0 0 0 . 0 0 
9 0 0 0 . 0 0 

5 .3560+00 
3 . 8 4 0 0 + 0 0 
2 .9300+JO 
2 . 3 1 6 0 + 0 0 
1 .9250+00 
1.673C+00 
1 .5060+00 
1 .3890+00 
1 .3020+00 

6 . 9 1 1 0 + 0 1 
7 . 2 8 6 0 + 0 1 
7 .4460+01 
7 . 5 3 1 0 + 0 1 
7.582'^^ + 01 
7.616'^^ + 0 l 
7 . 6 4 0 " + 0 1 
7 .6590+01 
7 .6740+01 

5 .3570+00 
3 . 8 4 2 0 + 0 0 
2 .9310+00 
2 . 3 1 7 0 + 0 0 
1 .9250+00 
1 .6730+00 
1 .5060+00 
1 .3890+00 
1 .3020+00 

6.6110+01 
6.9860+01 
7.1460+01 
7.2310+01 
7.2820+01 
7.3160+01 
7.3400+01 
7.3590+01 
7.3740+01 

1 0 0 0 0 . 0 0 1 .2350+00 7 .6860+01 1.2350+00 7 .3860+01 
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TABLF 5 COHFPEKT AND I N C O H F ^ P N T ATOMIC PQRM FACTORS FOR HG 10+ £ HG 20+ 

0 

0 . 0 

0 . 0 1 
0 . 0 2 
0 . 0 3 
0 . 0 4 
0 . 0 5 
0 . 0 6 
0 . 0 7 
0 . 0 8 
0 . 0 9 

0 . 1 0 
0 . 2 0 
0 . 3 0 
0 . 4 0 
0 . 5 0 
0 . 6 0 
0 . 7 0 
0 . 8 0 
0 . 9 0 

1 . 0 0 
2 . 0 0 
3 . 0 0 
4 . 0 0 
5 . 0 0 
6 . 0 0 
7 . 0 0 
8 . 0 0 
9 . 0 0 

1 0 . 0 0 
2 0 . 0 0 
3 0 . 0 0 
4 0 . 0 0 
5 0 . 0 0 
6 0 . 0 0 
7 0 . 0 0 
8 0 . 0 0 
9 0 . 0 0 

HG 

» = ( Q ) 

7 . 0 0 0 0 + 0 1 

6 . 9 9 7 0 + 0 1 
6 . 9 9 4 0 + 0 1 
6 . 9 9 0 0 + 0 1 
6 . 9 8 7 C + 0 1 
6 . 9 8 4 0 + 0 1 
6 . 9 8 1 0 + 0 1 
6 . 9 7 8 0 + 0 1 
6 . 9 7 4 0 + 0 1 
6 . 9 7 1 0 + 0 1 

6 . 9 6 8 0 + 0 1 
6 . 9 3 6 0 + 0 1 
6 . 9 0 5 0 + 0 1 
6 . 8 7 4 0 + 0 1 
6 . 8 4 3 0 + 0 1 
6 . 8 1 3 0 + 0 1 
6 . 7 8 3 0 + 0 1 
6 . 7 5 3 0 + 0 1 
6 . 7 2 4 0 + 0 1 

6 . 6 9 5 0 + 0 1 
6 . 4 2 0 0 + 0 1 
6 . 1 7 2 0 + 0 1 
5 . 9 4 7 0 + 0 1 
5 . 7 4 2 0 + 0 1 
5 . 5 5 6 0 + 0 1 
5 . 3 8 5 0 + 0 1 
5 . 2 2 7 0 + 0 1 
5 . 0 8 2 0 + 0 1 

4 . 9 4 8 0 + 0 1 
4 . 0 0 1 0 + 0 1 
3 . 4 3 3 0 + 0 1 
3 . 0 3 6 0 + 0 1 
2 . 7 3 5 0 + 0 1 
2 . 4 9 9 0 + 0 1 
2 . 3 0 9 0 + 0 1 
2 . 1 5 5 0 + 0 1 
2 . 0 2 9 0 + 0 1 

10 + 

SINC(Q) 

0 . 0 

3 . 0 0 4 0 - 0 2 
6 . 0 0 0 0 - 0 2 
8 . 9 8 8 0 - 0 2 
1 . 1 9 7 0 - 0 1 
1 . 4 9 4 0 - 0 1 
1 . 7 9 1 0 - 0 1 
2 . 0 9 7 0 - 0 1 
2 . 3 8 2 0 - 0 1 
2 . 6 7 6 0 - 0 1 

2 . 9 7 0 0 - 0 1 
5 . 8 6 7 0 - 0 1 
8 . 6 9 5 0 - 0 1 
1 . 1 4 6 0 + 0 0 
1 . 4 1 5 0 + 0 0 
1 . 6 7 9 0 + 0 0 
1 . 9 ^ 6 0 + 0 0 
2 . 1 8 8 0 + 0 0 
2 . 4 3 4 0 + 0 0 

2 . 6 7 5 0 + 0 0 
4 . 8 2 6 0 + 0 0 
6 . 6 1 1 0 + 0 0 
8 . 1 3 8 0 + 0 0 
9 . 4 7 6 0 + 0 0 
1 . 0 6 7 0 + 0 1 
1 . 1 7 6 0 + 0 1 
1 . 2 7 7 0 + 01 
1 . 3 7 0 0 + 0 1 

1 . 4 5 7 0 + 0 1 
2 . 1 0 8 0 + 0 1 
2 . 5 1 8 0 + 0 1 
2 . 8 1 3 0 + 0 1 
3 . 0 4 9 0 + 0 1 
3 . 2 4 8 0 + 0 1 
3 . 4 2 2 0 + 0 1 
3 .577 '^ + 01 
3 . 7 1 6 0 + 0 1 

HG 

F(C) 

6 . 0 0 0 0 + 0 1 

5 . 9 9 9 0 + 0 1 
5 . 9 9 7 0 + 0 1 
5 . 9 9 6 0 + 0 1 
5 . 9 9 50+01 
5 . 9 9 3 0 + 0 1 
5 . 9 9 2 0 + 0 1 
5 . 9 9 1 0 + 0 1 
5 . 9 9 0 0 + 0 1 
5 . 9 8 8 0 + 0 1 

5 . 9 8 7 0 + 0 1 
5 . 9 7 4 0 + 0 1 
5 . 9 6 1 0 + 0 1 
5 . 9 4 8 0 + 0 1 
5 . 9 3 5 0 + 0 1 
5 . 9 2 2 0 + 0 1 
5 . 9 1 0 0 + 0 1 
5 . 8 9 7 0 + 0 1 
5 . 8 8 4 0 + 0 1 

5 . 8 7 1 0 + 0 1 
5 . 7 4 7 0 + 0 1 
5 . 6 2 7 0 + 0 1 
5 . 5 1 1 0 + 0 1 
5 . 3 9 9 0 + 0 1 
5 . 2 9 C 0 + 0 1 
5 . 1 8 6 0 + 0 1 
5 . 0 8 4 0 + 0 1 
4 . 9 8 6 0 + 0 1 

4 . 8 9 1 0 + 0 1 
4 . 0 9 0 0 + 0 1 
3 . 5 0 3 0 + 0 1 
3 . 0 6 5 0 + 0 1 
2 . 7 3 4 0 + 0 1 
2 . 4 8 0 0 + 0 1 
2 . 2 8 3 0 + 0 1 
2 . 1 2 8 0 + 0 1 
2 . 0 0 4 0 + 0 1 

20 + 

SINC(Q) 

0 . 0 

9 . 8 3 4 0 - 0 3 
1 . 9 6 5 0 - 0 2 
2 . 9 4 7 0 - 0 2 
3 . 9 2 8 0 - 0 2 
4 . 9 0 8 0 - 0 2 
5 . 8 8 8 0 - 0 2 
6 . 8 6 7 0 - 0 2 
7 . 8 4 5 0 - 0 2 
8 . 8 2 3 0 - 0 2 

9 . 8 0 1 0 - 0 2 
1 . 9 5 4 0 - 0 1 
2 . 9 2 3 0 - 0 1 
3 . 8 8 6 0 - 0 1 
4 . 8 4 4 0 - 0 1 
5 . 7 9 7 0 - 0 1 
6 . 7 4 3 0 - 0 1 
7 . 6 8 5 0 - 0 1 
8 . 6 2 1 0 - 0 1 

9 . 5 5 2 0 - 0 1 
1 . 8 5 8 0 + 0 0 
2 . 7 1 3 0 + 0 0 
3 . 5 2 5 0 + 0 0 
4 . 2 9 5 0 + 0 0 
5 . 0 2 8 0 + 0 0 
5 . 7 2 6 0 + 0 0 
6 . 3 9 3 0 + 0 0 
7 . 0 2 9 0 + 0 0 

7 . 6 3 8 0 + 0 0 
1 . 2 5 7 0 + 0 1 
1 . 6 1 2 0 + 0 1 
1 . 8 8 9 0 + 0 1 
2 . 1 1 6 0 + 0 1 
2 . 3 0 9 0 + 0 1 
2 . 4 7 7 0 + 0 1 
2 . 6 2 7 0 + 0 1 
2 . 7 6 3 0 + 0 1 
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TABLE 5 CONTINLED 

HG 10 + 

F ( Q ) SINC(Q) 

HG 20 + 

F ( Q ) SINC(O) 

1 0 0 . 0 0 
2 0 0 . 0 0 
3 0 0 . 0 0 
4 0 0 . 0 0 
5 0 0 . 0 0 
6 0 0 . 0 0 
7 0 0 . 0 0 
8 0 0 . 0 0 
9 0 0 . 0 0 

1 .9250+01 
1.42 30+01 
1 .1840+01 
9 . 9 9 7 0 + 0 0 
8 . 5 5 7 0 + 0 0 
7 . 4 7 8 0 + 0 0 
6 . 6 8 6 0 + 0 0 
6 . 1 0 8 0 + 0 0 
5 . 6 8 0 0 + 0 0 

3.8430+01 
4.7020+01 
5.1520+01 
5.4250+01 
5.6140+01 
5.7570+01 
5.8710+01 
5.9650+01 
6.0440+01 

1.9040+01 
1.425D+01 
1 .1810+01 
9.93C0+00 
8 .4930+00 
7 .4310+00 
6 .6580+00 
6 . 0 9 3 0 + 0 0 
5 .6750+00 

2.8860+01 
3.7170+01 
4.1590+01 
4.4310+01 
4.6200+01 
4.7630+01 
4.8770+01 
4.9700+01 
5.0490+01 

1000.00 
2000.00 
3000.00 
4000.00 
5 000.00 
6000.00 
7 000.00 
8000.00 
9000.00 

5.3560+00 
3.8460+00 
2.9340+00 
2.3190+00 
1.9260+00 
1.6740+00 
1.5060+00 
1.3890+00 
1.3020+00 

6.1120+01 
6.4870+01 
6.6460+01 
6.7310+01 
6.7820+01 
6.8160+01 
6.8400+01 
6.8590+01 
6.8740+01 

5.3560+00 
3.8340+00 
2.9190+00 
2.3080+00 
1.9190+00 
1.6700+00 
1.5040+00 
1.3680+00 
1.3020+00 

5.1160+01 
5.4890+01 
5.6480+01 
5.7320+01 
5.7830+01 
5.8170+01 
5.8410+01 
5.8590+01 
5.8740+01 

10000.00 1.2350+00 6.8860+01 1.2340+00 5.8870+01 
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TABLE 6 COHFRENT AND INC0HFR7NT ATOMIC FORM FACTORS ^OB HG 3 4 + 6 HG 52+ 

Q 

0.0 

0.01 
0.02 
0.03 
0.04 
0.05 
0.06 
0.07 
0.08 
0.09 

0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 

1.00 
'.00 
3.00 
4.00 
5.00 
6.00 
7.00 
8.00 
9.00 

10.00 
20.00 
30.00 
40.00 
50.00 
60.00 
70.00 
80.00 
90.00 

HG 

"̂ (0) 

4.6000+01 

4.5990+01 
4.5990+01 
4.5980+01 
4.5970+01 
4.5970+01 
4.5960+01 
4.5960+01 
4.5950+01 
4.5940+01 

4.5940+01 
4.5870+01 
4.5810+01 
4.5750+01 
4.5690+01 
4.5620+01 
4.5560+01 
4.5500+01 
4.5440+01 

4.5370+01 
4.4760+01 
4.4160+01 
4.3580+01 
4.3000+01 
4.2440+01 
4.1890+01 
4.1360+01 
4.0830+01 

4.0320+01 
3.5740+01 
3.2040+01 
2.9040+01 
2.6600+01 
2.4600+01 
2.2950+01 
2.1590+01 
2.0450+01 

34 + 

SINCCQJ 

0.0 

5.1640-03 
1.0320-02 
1.5470-02 
2.0620-02 
2.5760-02 
3.09n-02 
3.6050-02 
4.1190-02 
4.633"'-02 

5.1470-02 
1.0270-01 
1.5380-01 
2.0470-01 
2.5540-01 
3.0600-01 
3.5630-01 
4.0650-01 
4.5650-01 

5.0630-01 
9.9450-01 
1.4660+00 
1.9210+00 
2.3600+00 
2.7850+00 
3. 195^^ + 00 
3.593*^+00 
3.9770+00 

4.3500+00 
7.5230+00 
9.964':^+00 
1.1930+01 
1.3590+01 
1.50?'^+01 
1 .629^+01 
I.7430+01 
1.8460+01 

HG 

F(Q) 

2.8000+01 

2.8000+01 
2.8000+01 
2.8000+01 
2.8000+01 
2.7990+01 
2.7990+01 
2.7990+01 
2.7990+01 
2.7990+01 

2.7990+01 
2.7980+01 
2.7970+01 
2.7960+01 
2.7950+01 
2.7940+01 
2.7930+01 
2.7920+01 
2.7910+01 

2.7900+01 
2.7790+01 
2.7690+01 
2.7590+01 
2.7490+01 
2.7390+01 
2.7280+01 
2.7180+01 
2.7080+01 

2.6990+01 
2.6020+01 
2.5100+01 
2.4230+01 
2.3390+01 
2.2600+01 
2.1840+01 
2.1120+01 
2.0440+01 

52 + 

SINC(O) 

0.0 

8.7630-04 
1.743D-03 
2.6100-03 
3.4770-03 
4.3440-03 
5.2100-03 
6.0770-03 
6.9440-03 
7.8100-03 

8.6770-03 
1.7340-02 
2.5990-02 
3.4650-02 
4.3290-02 
5.1930-02 
6.0560-02 
6.9190-02 
7.7820-02 

8.6430-02 
1.7230-01 
2.5760-01 
3.4240-01 
4.2670-01 
5.1040-01 
5.9360-01 
6.7620-01 
7.5840-01 

8.4000-01 
1.6290+00 
2.3700+00 
3.0680+00 
3.7260+00 
4.3470+00 
4.9330+00 
5.4880+00 
6.0130+00 
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TABLF 6 CONTINUED 

F(Q» 

HG 34 + 

SINC(Q) 

HG 52 + 

F(CI SINC(Q) 

100.00 
200.00 
300.00 
400.00 
500.00 
6 00.00 
700.00 
800.00 
900.00 

1.9500+01 
1.4620+01 
1.2170+01 
1.0260+01 
8.7480+00 
7.6090+00 
6.7680+00 
6.1530+00 
5.6990+00 

1 . 9 4 0 0 + 0 1 
2 . 5 7 1 0 + 01 
2 . 9 0 4 0 + 0 1 
3 . 1 1 7 0 + 0 1 
3.273^^+01 
3 . 3 9 6 0 + 0 1 
3 . 4 9 6 0 + 0 1 
3 . 5 8 1 0 + 0 1 
3 . 6 5 3 0 + 0 1 

1 . 9 7 8 0 + 0 1 
1 . 4 6 9 0 + 0 1 
1 . 1 4 7 0 + 0 1 
9 . 3 9 9 0 + 0 0 
8 . 0 3 1 0 + 0 0 
7 . 1 0 5 0 + 0 0 
6 . 4 5 9 0 + 0 0 
5 . 9 9 1 0 + 0 0 
5 . 6 3 9 0 + 0 0 

6.5110+00 
1.0350+01 
1.2850+01 
1.4640+01 
1.599-^ + 01 
1.7070+01 
1.7950+01 
1.870':' + 01 
1.9340+01 

1 0 0 0 . 0 0 
2 0 0 0 . 0 0 
3 0 0 0 . 0 0 
4 0 0 0 . 0 0 
5 0 0 0 . 0 0 
6 0 0 0 . 0 0 
7 0 0 0 . 0 0 
8 0 0 0 . 0 0 
9 0 0 0 . 0 0 

5 . 3 5 7 0 + 0 0 
3 . 8 2 8 0 + 0 0 
2 . 9 2 3 0 + 0 0 
2 . 3 1 7 0 + 0 0 
1 . 9 2 6 0 + 0 0 
1 . 6 7 4 0 + 0 0 
1.506^^+00 
1 . 3 8 9 0 + 0 0 
1 . 3 0 3 0 + 0 0 

3 . 7 1 6 0 + 0 1 
4 . 0 3 1 0 + 0 1 
4 . 2 4 3 0 + 0 1 
4.329':>+01 
4 . 3 3 1 0 + 0 1 
4 . 4 1 5 0 + 0 1 
4 . 4 4 0 0 + 0 1 
4 . 4 5 9 0 + 0 1 
4 . 4 7 4 0 + 0 1 

5 . 3 6 1 0 + 0 0 
3 . 8 1 4 0 + 0 0 
2 . 8 7 1 0 + 0 0 
2 . 2 6 9 0 + 0 0 
1 . 8 9 3 0 + 0 0 
1 . 6 5 4 0 + 0 0 
1 . 4 9 4 0 + 0 0 
1 . 3 8 1 0 + 0 0 
1 . 2 9 8 0 + 0 0 

1.9900+01 
2.3170+01 
2.4630+01 
2.5420+01 
2.5890+01 
2.6210+01 
2.6440+01 
2.6620+01 
2.6760+01 

1 0 0 0 0 . 0 0 1 . 2 3 5 0 + 0 0 4 . 4 3 6 0 + 0 1 1 . 2 3 2 0 + 0 0 2 . 6 8 8 0 + 0 1 
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TABLF 7 COHERENT ANO I N C O H F R ^ M T ATOMIC FQRM ^AcrORS FOR U + E U 6 + 

a 

0 . 0 

0 . 0 1 
0 . 0 2 
0 . 0 3 
0 . 0 4 
0 . 0 5 
0 . 0 6 
0 . 0 7 
0 . 0 8 
0 . 0 9 

0 . 1 0 
0 . 2 0 
0 . 3 0 
0 . 4 0 
0 . 5 0 
0 . 6 0 
0 . 7 0 
0 . 8 0 
0 . 9 0 

1 . 0 0 
. ' . 0 0 
^ . 0 0 
4 . 0 0 
5 . 0 0 
6 . 0 0 
7 . 0 0 
3 . 0 0 
'5 .00 

1 0 . 0 0 
2 0 . 0 0 
3 0 . 0 0 
4 0 . 0 0 
5 0 . 0 0 
6 0 . 0 0 
7 0 . 0 0 
8 0 . 0 0 
9 0 . 0 0 

J 

F ( Q ) 

9 . 1 0 0 0 + 0 1 

9 . 0 8 6 0 + 0 1 
9 . 0 7 1 0 + 0 1 
9 . 0 5 7 0 + 0 1 
9 . 0 4 4 0 + 0 1 
9 . 0 3 0 0 + 0 1 
9 . 0 1 6 0 + 0 1 
9 . 0 0 3 0 + 0 1 
8 . 9 9 0 0 + 0 1 
8 . 9 7 7 0 + 0 1 

8 . 9 6 4 D + 0 1 
8 . 3 4 1 0 + 0 1 
8 . 7 3 0 0 + 0 1 
8 . 6 2 9 0 + 0 1 
8 . 5 3 5 0 + 0 1 
8 . 4 4 3 0 + 0 1 
8 . 3 6 7 0 + 0 1 
8 . 2 9 1 0 + 0 1 
8 . 2 1 9 0 + 0 1 

8 . 1 5 0 0 + 0 1 
7 . 6 0 0 0 + 0 1 
7 . 1 9 0 0 + 0 1 
6 . 8 6 2 0 + 0 1 
6 . 5 8 9 0 + 0 1 
6 . 3 5 7 0 + 0 1 
6 . 1 5 6 0 + 0 1 
5 . 9 7 9 0 + 0 1 
5 . 3 2 0 0 + 0 1 

5 . 6 7 7 0 + 0 1 
4 . 6 9 4 0 + 0 1 
4 . 1 0 2 0 + 0 1 
3 . 6 8 8 0 + 0 1 
3 . 3 7 4 0 + 0 1 
3 . 1 2 1 0 + 0 1 
2 . 9 0 9 0 + 0 1 
2 . 7 2 7 0 + 0 1 
2 . 5 6 8 0 + 0 1 

+ 

SINC(O) 

0 . 0 

1 . 9 4 7 0 - 0 1 
3 . 3 3 4 0 - 0 1 
5 . 6 6 4 0 - 0 1 
7 . 4 4 0 0 - 0 1 
9 . 1 6 3 0 - 0 1 
1 . 0 8 4 " + 0 0 
1 . 2 4 6 0 + 0 0 
1 . 4 0 4 0 + 0 0 
1 . 5 5 3 0 + 0 0 

1 . 7 0 7 " + 0 0 
3 . 0 1 0 0 + 0 0 
4 . 0 5 1 0 + 0 0 
4 . 9 1 9 0 + 0 0 
5 . 6 6 9 ' ^ + 0 0 
6 . 3 3 5 0 + 0 0 
6 . 9 3 3 0 + 0 0 
7 . 4 9 3 ^ + 0 0 
3 . 0 0 8 0 + 0 0 

8 .491' : '+00 
1 .220'^+01 
1 . 4 3 4 0 + 0 1 
1 . 7 0 0 0 + 0 1 
1 . 8 3 4 0 + 0 1 
2 . 0 4 2 0 + 0 1 
2 . 1 3 1 0 + 0 1 
2 . 3 0 4 0 + 0 1 
2 . 4 1 5 0 + 0 1 

2 . 5 1 6 0 + 0 1 
3 . 2 5 9 0 + 0 1 
3 . 7 6 0 0 + 0 1 
4 . 1 3 7 0 + 0 1 
4 . 4 3 2 " + 0 1 
4 . 6 6 8 0 + 0 1 
4 . 8 6 1 0 + 0 1 
5 .024 '^+01 
5 . 1 6 5 0 + 0 1 

U 6 + 

F ( C ) 

8 . 6 0 0 0 + 0 1 

8 . 5 9 3 0 + 0 1 
e . 5 8 7 0 + 0 1 
8 . 5 8 0 0 + 0 1 
8 . 5 7 3 0 + 0 1 
8 . 5 6 6 0 + 0 1 
8 . 5 6 C C + 0 1 
8 . 5 5 3 0 + 0 1 
8 . 5 4 7 0 + 0 1 
8 . 5 4 0 0 + 0 1 

8 . 5 3 3 0 + 0 1 
8 . 4 6 8 0 + 0 1 
8 . 4 0 5 0 + 0 1 
8 . 3 4 3 0 + 0 1 
8 . 2 8 3 0 + 0 1 
8 . 2 2 4 0 + 0 1 
8 . 1 6 6 0 + 0 1 
8 . 1 1 C O + 0 1 
8 . 0 5 6 0 + 0 1 

8 . 0 0 2 0 + 0 1 
7 . 5 2 9 0 + 0 1 
7 . 1 4 8 0 + 0 1 
6 . 8 3 4 0 + 0 1 
6 . 5 7 1 0 + 0 1 
6 . 3 4 5 0 + 0 1 
6 . 1 4 9 0 + 0 1 
5 . 9 7 6 0 + 0 1 
5 . 8 2 1 0 + 0 1 

5 . 6 8 1 0 + 0 1 
4 . 7 0 9 0 + 0 1 
4 . 1 0 9 0 + 0 1 
3 . 6 8 7 0 + 0 1 
3 . 3 6 9 0 + 0 1 
3 . 1 1 4 0 + 0 1 
2 . 9 0 3 0 + 0 1 
2 . 7 2 2 0 + 0 1 
2 . 5 6 5 0 + 0 1 

SINC(Q) 

0 . 0 

6 . 5 7 0 0 - 0 2 
1 . 3 1 0 0 - 0 1 
1 . 9 6 0 0 - 0 1 
2 . 6 0 5 0 - 0 1 
3 . 2 4 7 0 - 0 1 
3 . 8 8 5 ' ' - 0 1 
4 . 5 1 9 0 - 0 1 
5 . 1 5 0 0 - 0 1 
5 . 7 7 7 0 - 0 1 

6 . 4 0 0 0 - 0 1 
1 . 2 4 4 0 + 0 0 
1 . 8 1 6 0 + 0 0 
2 . 3 5 7 0 + 0 0 
2 . 8 7 2 0 + 0 0 
3 . 3 6 1 0 + 0 0 
3 . 8 2 8 0 + 0 0 
4 . 2 7 4 0 + 0 0 
4 . 7 0 1 0 + 0 0 

5 . 1 1 0 0 + 00 
8 . 4 8 5 0 + 0 0 
1 . 1 0 5 0 + 0 1 
1 . 3 1 5 0 + 0 1 
1 . 4 9 3 0 + 0 1 
1 . 6 4 6 0 + 0 1 
1 . 7 8 0 0 + 0 1 
1 . 3 9 7 0 + 0 1 
2 . 0 0 3 0 + 0 1 

2 . 0 9 8 0 + 0 1 
2 . 7 9 9 0 + 0 1 
3 . 2 8 6 0 + 0 1 
3 . 6 5 4 0 + 0 1 
3 . 9 4 ' 0 + 0 1 
4 . 1 7 4 0 + 0 1 
4 . 3 6 4 0 + 0 1 
4 . 5 2 6 0 + 0 1 
4 . 6 6 6 0 + 0 1 
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TABLE 7 CONTINL=0 

U + U 6+ 

Q "=(0) SINC(O) F(G» SINCCO) 
r 

100.00 
200.00 
300.00 
400.00 
500.CO 
600.00 
700.00 
8 00.00 
900.00 

2.4290+01 
1.6620+01 
1.3860+01 
1.2260+01 
1.0930+01 
9.8550+00 
8.8870+00 
8.0690+00 
7.3940+00 

5 . 2 9 2 " ' + 0 1 
6 . 1 6 0 0 + 0 1 
6 . 6 9 4 0 + 0 1 
7 . 0 5 3 O + C I 
7 . 3 0 4 0 + 0 1 
7.488">+01 
7 . 6 3 1 0 + 0 1 
7 . 7 4 7 0 + 0 1 
7 . 8 4 3 0 + 0 1 

2 . 4 2 7 0 + 0 1 
1 . 6 6 3 0 + 0 1 
1 . 3 8 6 0 + 0 1 
1 . 2 2 7 0 + 0 1 
1 . 0 9 9 0 + 0 1 
9 . 8 6 6 0 + 0 0 
8 . 8 9 6 0 + 0 0 
8 . 0 7 7 0 + 0 0 
7 . 4 0 1 0 + 0 0 

4.792C+01 
5.6610+01 
6.1950+01 
6.5540+01 
6.8050+01 
6.9890+01 
7.1320+01 
7.2470+01 
7.3430+01 

1000.00 
2000.00 
3 000.00 
4000.00 
5 000.00 
6000.00 
7000.00 
8000.00 
9000.00 

6.8440+00 
4.6230+00 
3.8200+00 
3.1910+00 
2.6990+00 
2.3300+00 
2.0580+00 
1.8530+00 
1.7090+00 

7 . 9 2 6 0 + 0 1 
8 . 3 9 0 0 + 0 1 
8 . 5 9 6 0 + 0 1 
8 . 7 1 2 0 + 0 1 
8 . 7 8 7 0 + 0 1 
8.837^^ + 01 
8 . 8 7 3 0 + 0 1 
8 . 9 0 0 0 + 0 1 
8 . 9 2 0 0 + 0 1 

6 . 8 4 9 0 + 0 0 
4 . 6 2 3 0 + 0 0 
3 . 8 2 C 0 + 0 0 
3 . 1 9 2 0 + 0 0 
2 . 7 0 0 0 + 0 0 
2 . 3 3 1 0 + 0 0 
2 . 0 5 9 0 + 0 0 
1 . 8 5 9 0 + 0 0 
1 . 7 0 9 0 + 0 0 

7.4260+01 
7.8900+01 
8.0950+01 
8.2120+01 
8.2860+01 
8.3370+01 
8.3730+01 
8.4000+01 
8.4200+01 

1 0 0 0 0 . 0 0 1 . 5 9 3 0 + 0 0 8 . 9 3 7 0 + 0 1 1 . 5 9 4 0 + 0 0 8 . 4 3 7 0 + 0 1 
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FIG. 2.—Incoherent scattering functions of Hg ions . Q = (Ka^) , N = number 
of bound electrons. 

For small Q, F(Q) and S. (Q) can be expanded in powers of Q. The 

coefficients are expressed in terms of various powers of r of the atomic electrons 

Table 8 l is ts the power series expansion coefficients for small Q: 

' 1 
F(Q) = N + YJ A . Q 

1=1 ^ 
(3) 

S. (Q) = y B.Q^ . 
inc H. 1 

1=1 

(4) 
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Table 8. Power Series Expansion Coefficients for F(0) and S (Q) (See Eqs. 3 and 4) 
Inc 

Ions 

xe" 

Xe^" 

Xe^" 

xe"*" 

xe ' " 

xe"" 

Hg^^ 

H g ' " 

Hg^^" 
„ 20+ 
Hg 

Hg 

H g " " 

u" 
u"" 

N 

53 

52 

51 

50 

49 

48 

78 

75 

70 

60 

46 

28 

91 

86 

h 
- 8 . 5 1 6 

- 7 . 1 8 6 

- 6 . 0 8 0 

- 5 . 1 3 3 

- 4 . 3 3 3 

- 3 . 6 2 5 

- 6 . 9 1 9 

- 5 . 0 9 4 

- 3 . 2 2 1 

- 1 . 3 0 8 

- 0 . 6 3 2 5 

- 0 . 1 0 4 0 

- 1 4 . 4 3 

- 6 .752 

References 

F(Q) 

^ 

2 . 4 9 8 

1 .728 

1.209 

0 .8346 

0 .5684 

0 . 3 6 4 9 

0 . 9 8 7 1 

0 . 4 7 7 8 

0 . 1 7 6 4 

0 . 0 2 2 5 6 

0 .006933 

2 . 5 9 3 X lO"^ 

8 .516 

0 .8609 

^ 3 

- 0 . 6 8 6 4 

- 0 . 3 8 6 9 

- 0 . 2 2 6 0 

- 0 . 1 3 0 4 

- 0 . 0 7 3 4 7 

- 0 . 0 3 6 4 8 

- 0 . 1 4 2 2 

- 0 . 0 4 1 2 4 

- 0 . 0 0 8 5 1 9 

- 3 . 0 5 5 X 10~^ 

- 5 . 3 7 4 X 1 0 ~ ' 

- 4 . 6 8 0 X l o " ' ' 

- 5 . 9 4 2 

- 0 . 0 9 5 8 2 

^1 

9 .554 

7 ,974 

6 .749 

5 . 7 5 ? 

4 . 9 9 8 

4 .356 

7 . 5 1 5 

5 .017 

3 .007 

0 .9828 

0 .5156 

0 .08670 

1 9 . 7 8 

5 .590 

^mc^Q) 

^2 

- 6 . 1 4 5 

- 4 . 0 6 8 

- 2 . 7 5 2 

- 1 . 8 5 9 

- 1 . 5 0 3 

- 1 . 2 5 7 

- 2 . 7 0 5 

- 1 . 1 3 7 

- 0 . 3 7 5 3 

- 0 . 0 2 8 3 9 

- 0 . 0 0 9 4 6 2 

- 2 . 7 7 9 X 10~ 

- 3 1 . 4 2 

- 1.961 

h 
4 . 0 2 2 

2 . 1 2 4 

1.126 

0 .5539 

0 .4131 

0 .3332 

0 . 9 0 1 1 

0 .2491 

0 .04735 

8 .214 X 10~^ 

1.599 X lO""* 

7 . 7 0 3 X lO"^ 

4 8 . 8 6 

0 .6039 

1. Proceedings of the Workshop on Heavy-Ion Fusion, Brookhaven National 
Laboratory, 17—21 October 1977, Brookhaven National Laboratory 
Report, BNL 50769, p . 43 . 

2 . G. H. Gi l lespie , Phys. Rev. A IJ., 563 (1977). 
3 . M. Inokuti, Y.-K. Kim, and R. L. Platzman, Phys. Rev. 164, 55 (1967). 
4 . Y.-K. Kim and M. Inokuti, Phys. Rev. 165., 39 (1968). 
5. J. H. Hubbell, W. J. Veigele, E. A. Briggs, R. T. Brown, D. T. Cromer, 

and R. J. Howerton, J. Phys. Chem. Ref. Data 1, 471 (1975). 
6. J. P. Desclaux, Comp. Phys. Commun. 9̂ , 31 (1975). 
7 . G. H. Gi l lespie , Y.-K. Kim, and K. T. Cheng, Phys. Rev. A 17;, 1284(1978), 
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RELATIVISTIC FORMULAS FOR MULTIPOLE-TRANSITION PROBABILIHES 

K. T. Cheng* 

Electromagnetic multipole transitions are discussed in the framework 
of quantum electrodynamics. Gauge Invariance of the transition is d iscussed, 
with emphasis on its relation to the nonrelativistic length and velocity form 
calculat ions. Relativistic forms of the multipole transition matrix elements 
are reduced to radial integrals convenient for computation. 

We shall consider radiative transitions of an atom or ion from state 

|a) to (b) by emission of a photon y from the point of view of the S-matrix 

theory. Conventions and notations used here are standard (see Appendix 

I for detai ls) . 

S-Matrix of Radiative Transitions 

In quantum electrodynamics the interaction between the electromagnetic 

field and the electron-positron field is described by a Hamiltonian density of 

the form 

H. = - - j A , (1) 
int c [1 |j. ^ ' 

where j is the Dirac current density operator 

3^=iecq;Y^i | ; , (2) 

and A is the electromagnetic 4-potential given in Appendix II . 

In our present ca se , the initial state of the whole system is described 

by |a) ® | 0 ) , where |0) is the vacuum state of the photon field, and the final 

state is (b) ®|Y r",^ ) • The S-matrix element of transition then becomes 

S;,_K" " i " (b'VlH. J a ) a-*b Tl 'I i n t ' 

* 
Postdoctoral Appointee from the University of Notre Dame. 
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= iI<Hi Ja) (y |A |̂0)d4x 

V „ . 2 - I k X 

2Tr1ic /•— V V , ,4 
—rt— / i\i,y 6 e iL d X , (3) 

wV -̂  ^ b V |ji ^a ^ ' 
Here the unperturbed electron s ta tes ijj are given by 

cl;(x) = u ( r ) e " ' ^ * ^ ^ , (4) 

where u (x ) sat isf ies the single-part icle Dirac equation in an extemal potential 

U 

(ccT- p * + 3 m c + U)u(Jr) = Eu(jr) . (5) 

As a resul t , we can factor out the temporal part of S , and Eq. 3 becomes 
a—•b 

„ e J 2TTf)c r + -liT- JT ,3 
â̂ b = - ^ 1 ~;:;T J \^4^^.^^ ^^ ^ 

X / e-^^ '^ab- ' -^^dt , (6) 

where co , = (E — E, )/fi , and V is a volume element. Define transition matrix 
ab a b 

U , as 
a-*b 

U 
a-*b f t l coV 

^ 2 T r e ^ c r +/T** r* , ..x.. ^3 / Uĵ  (A • a - <|)*) u d x , (7) 

where A = e e and <^ = e e being the vector and scalar potent ia ls , 

respect ively . We then have 

S^_, = -2Trl6(co, -co)U , . (8) 
a-*b ab a—b 

The probability of transition from |a) to |b) by emission of a photon with 

wave vector lying between k and k + dk is given by 

2 
dWj-*= \S _,\ X density of photon s tates 

Vk^dkdn— 

2 
where we have made the standard replacement: [2Tr6(x)] — 2'IT6(X). By virtue 
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of the relation jk" | = co/c (Appendix II), the probability of transition per unit 

solid angle is 

dWr* , Vw 
— = 2TrlU , r 7 : 7 ^ • (10) 

dn j^ I a—b' (27Tc)̂  

For simplicity, we write co for w , and define a dimensionless T matrix as 
ao 

\^b=/%(^*-«^-'^*)V'^- ^''^ 

Equation 10 then becomes 

dWr* ,, 
— — = — I T I (12) 

k 

2 
where a = e / t ic is the fine structure constant. 

Multipole Expansion of the Electromagnetic Field 

The vector and scalar potentials A and cj) can be expanded into multi-
2 -^(\) 

poles (eigenstates of J ) in terms of vector spherical harmonics Y described 

in Appendix III. Details of this expansion can be found, for example, in 

Ref. 1. Here we simply state the results 

JM\ 

JM 
*W = V ' " = ' X - j M ' < k ) V ' ' ^ ' - " '̂ 

Here, c_^, are the expansion coefficients 
JM 

The scalar multipole fields cf) are given by 
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where j ^ i s the spherical Bessel function of order J, and Y,, , is the spherical 
I —(X) JM 

harmonic. The three multipole vectors a^ correspond to electr ic , magnetic, 

and longitudinal types for \ = + l , 0 , - 1 , respectively. They are , like <t'-,,f 

spherical tensors of rank J and are given by 

e l e c t r o : ^ 1 ^ ' = ^ ( f ' ^ ' J J f̂ '̂̂ ^̂  < f ' ^ J M ' <^> ' 

^ ( 0 ) . , c j r , - ^ ( 0 ) , A , magnetic: a ; / =] — Y . ; ' r , 
JM J c JM 

1 -a. J- 1 ~^(-l) r, / '^r . ; r-( l) ,A. _, ,<or. ;7^(-l)/A. 
longitudinal: ^ J M " ^ ^ T ^ V ^'^^^T^T^^JM ^'^ 

where 

J - r ' X Ĵ 
J 

A^(x) = j , .(x) - h iM) ' 

B^(x) = >/l(J + i ) i j M A , 

Define multipole transition operators Â  as 
(X) 
FM 

s 

X . 

As a resul t , the total transition probability becomes 

(16) 

C j ( x ) = j j _ i ( x ) - ^ j j ( x ) . (17) 

JM JM 

A f - l U ^ . r / ' / ^ - l A , ^ . (18) 
jM JM JM 

We can then rewrite the T matrix as 

^ ^ ^ JMX ^ ^ ^ ^ 

where the multipole transition matrix element IVL^ i 

,(X) / .X r + «(X)*., ^3 (20) 
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aCO V r r J ^ ( X ) * ( X ' ) , Tv/r(X') iv/r(X) (n^\ 

^a^b = ^ jE^ f/^"r V Ĵ'M"̂  -̂M- V • '̂̂ ^ 
J'M'X' 

By summing over the photon polarization e and making use of the 

orthonormality condition of the vector spherical harmonics (Appendix III) we 

can show that 

Thus, the total transition probability becomes 

W =8Traco2 \^u^^'^^^^ ' ^̂ ^̂  
^ ° JMX ^ 

Gauge Invariance of the Transition Matrix 

By virtue of gauge invariance of the electromagnetic field, it can be 

shown that for an electron moving in a local potential, 

^~M ^^'""^ = <^I^JM'^* • °^^ ^ V l ^ > " ° • (24) 

The proof of this relation can be found in Refs. 1 and 2, and will not 

be repeated here. Physically this means that there is no contribution from the 

scalar and longitudinal photons, in accordance with the transverse nature of 

the electromagnetic field. As a result , we can always make a gauge t rans 

formation of the type 

^ ' ^ - A ( ^ J + G A ! : 3 ) - (25) 
^ M -^ ^JM ^ ^ ^ M 

where G is some constant, without affecting M^,; and hence the transition rate. r(X) 
rM 

Because of the parity selection mle , however, magnetic multipole transitions 

affected, as A, , , and A J , , have different parities (see Appendix III, 
jM ^ M ^̂ "̂  . . . are never 
T I\/l T ^A - . . . 

,(1) 
FM 

the other hand, will be arbitrary up to a gauge transformation. Among infinitely 

or for more deta i l s , Ref. 1). Electric multipole transition operators Â  , , on 

many gauges suggested in Eq. 25, two are of particular Interest: 
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Coulomb Gauge: G = 0 

This i s a lso known as the transverse gauge. The multipole transition 

operator A. . . in this gauge is simply equal to A • As pointed out in Ref. 2, 

electr ic dipole (El) transitions calculated in this gauge lead to the veloci ty-

form results in the nonrelativistic limit. For convenience, we shall refer to 

this gauge also as the velocity gauge in the following. 

Length Gauge: G = - V (T + D / j 
(1) This is equivalent to replacing Â  ' by 

A^^ = ^ . i i r ^ +ib^^^ ' (26) 
JM |M JM 

^JM 

where 

Nonrelatlvlst lcally, this leads to the length form calculations for El 

t ransi t ions, as can be seen in Appendix V. 

Reduction to Radial Integrals 

The unperturbed electron wavefunctions u (x ) can be written in terms 

of 4-component spinors as 

( P (r)n (r) \ nK Km \ 

) . (28) 
IQ (r)n (r) / 

nK -Km 

Here, n , K , and m are the principal, angular and magnetic quantum 

numbers, respect ively, P and Q are the large and small components, and n ' s 

are the spherical spinors 

" K m ' ^ ' = S C ( ' i i ' " ' - f > ' " ' ' Y , „ - ^ X , . (29) 

wlth Clebsch-Gordan coefficients C(i i j ; m-jxM-m), and Pauli spinors 
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XI = ( J ) , X _ l = ( J ) . (30) 
2 " 2 ••• 

The total transition rate W is obtained by summing over the final state 

magnetic quantum numbers IIL , and averaging over the initial s t a t e ' s m_̂  

^a^b = «^^- ^ - Z E I ^ M ( ^ ' ^ ) | ' • ^''^ 
^ ^ "̂ â • m m^ JMX ' 

a b 

To complete the discussion, we reduce the multipole transition matrix 

elements M.;,! to a sum of radial integrals . 
JM 

Magnetic Multipole Transitions 

a K m 
a a 

IQ n , a - K m a a 

= 1 f dr j f—)(P Q^ + Q PJ f dnn'^ O^'YI^^^Q 
J J c a b a b -̂  - K m JM î̂ ^V 

According to angular recoupllng formulas given in Appendix IV, we have 

M!",(a,b) = ,— I .,^,^{3..h) , (32) 

"̂̂  V ^ ¥ ^ -^a^^a^bV^^ 
where the angular recoupllng function I T»>r is defined in Appendix IV, 

- K m K m JM 
and the magnetic type radial integral is given by 

R;"(a,b) = (kĵ  + k^) / j ^ ( f ) (P3Qi,^Pj,co^)dr . (33) 

Electric Multipole Transitions 

Velocity Gauge 
V 1 V* 1 r + - * ( 1 ) * —• 3 
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Again, using formulas in Appendix IV, we have 

,v 
la . h i = — : ^ = ^ T R 

(34) 

where 

+ P^Q, [(I +1) (AK - J ) ^ jj ( f ) - A.i j ^ ^ ( f ) ] j , (35) 

w i t h Ate = K, — K . 
b a 

Length Gauge 

M^j^(a ,b)=(b |A ' j^ |a> 

+ - • * - • * 

/\(^M-^-^V^^' 

^^^^ I .V, ^ Tiv>rR!(a'b) , (36) 
V m ^ J â'̂ a'̂ b^^b^^ ^ 

where 

R̂  ̂ ^ ( a , b ) = / d r { ( J + l ) j ^ ( f ) ( P ^ P ^ + Q^Qĵ ) 

+ Jj + i ( ^ ) rC^x- (J+D^PaQb"" (^'<+(I + l))Pb^a^ } • (2^) 

Conclusion 

From Eqs. 32, 34, and 36, we can see that the multipole transition 

matrix elements can be written as 

"^^^^^'""^ ^ V ^ o t r J ^±K^m^K^m^JM^(a,b) . (38) 
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Since 

where 

y I ^ T . .= 7 ^ ( 2 J + l ) (2 j + l ) ( 2 j , +1)A.^ T 
Ll , ±K m K^m,JM 4ir ^ ^ '^ "̂ a " 'b ' ± K JK 

mm, M a a b b a b 
a b 

_ C^UW'AO^) 

(39) 

. _ "-> U N ' ? , " ? , / n (40) 
^ K j K ' " 2 j ' + l " i j i - ' ^ ' 

and n , is the parity selection function defined in Appendix IV, the total 

transition rate, from Eq. 31 , then becomes 

J, X a b 

In the above equation, + and - signs correspond to electric and magnetic multi-

pole transit ions, respectively, and R are given by corresponding radial 

integrals defined in Eqs. 33 , 35, and 37. While there are sums over J and X 

in Eq. 41 , the above expression usually reduces to one or a few terms by virtue 

of angular and parity selection rules in the function A , , . 
KJK 

We note in closing that although this discussion is confined to one-

electron systems only, generalization to many electron cases and multicon-

figuratlon calculations are straightforward if we make the independent particle 

approximation in which u(x) is replaced by one or a weighed sum of Slater 

determinants. In these c a s e s , Eq. 31 for total transition rates still holds, and 

the angular recoupllng formula (reduction to radial integrals) between pairs of 

single-particle orbitals, i . e . , Eqs. 32, 34, and 36, will not be altered. 
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APPENDIX I. Notations and Conventions 

Greek subscripts refer to 4-vectors and repeated indices imply summa

tion. Some of the 4-vectors used in this art icle are 

X = (x , let) position vector 

A = (A ,i<t)) electromagnetic potential 

k = (k , Ico/c) photon wave vector 
^ A 

e = (e ' IGQ) photon polarization vector 

Y ^ = ( Y . Y 4 ) ^ I 

«.. = iV^Y.. = (a -i) * 
_^ Dirac matrices 

V * '4'n" '" 

The Dirac matrices are defined in the usual way, in particular 

0 a" \ / l 0̂  

« = I _ I ' P = Y4 = 
0 / \ 0 -1 

and the adjoint Dirac field operator L|J is defined as 

APPENDIX II . Free-Photon Field 

The electromagnetic potential A satisf ies Maxwell 's equation 

2 J a A 
"" \ - -2 -J^ ^0' (A 2.1) 

c 9t 

and the subsidiary condition (also known as the Lorentz condition) 

^ • r + - 7 ^ = 0 . (A 2.2) 
c at 

Let a (a ) be the creation (annihilation) operator of a photon v, 
Y Y 

quantization of the free photon field over a volume V leads to (see Ref. 1) 

V 2TTtlC + - I k • X 

coV ^ ^ ^ ^ ^ , 6 

V ^ 2TTtlC + - I k • X T / , ,, „x 
A = E \--(r ^J\ .^ + C . C . ] . ( A 2 . 3 ) 
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From Maxwell's equation we have 

\^\=Z ' ^^2-4) 

Another important relation comes from the subsidiary condition 

6 ^ = 1 ^ . 6 . (A 2.5) 

APPENDIX III. Vector Spherical Harmonics 
2 

Vector spherical harmonics are eigenfunctions of J . They couple the 

angular momentum L and the photon spin S= 1 to a total angular momentum J as 

V M ( " ) = E C ( L 1 J ; M - ^ , M)Y (ft)r^ , (A 3.1) 

where ^ is the photon spinor 

Vector spherical harmonics satisfy the orthonormality condition 

r Y,t^ • Y'̂ ..r.>>r. di2 = 6__,6_.,.5-.-., . (A 3.3) 
•J J L M J L ' M ' JJ LL' MM' 

From Y, . , , , we can construct three new vector spherical harmonics 
JLM 

Yrl^i X=0, ± 1 , as JM 

^(1). J U T ^ + jzn ^ 
JM 1'2J + 1 J J - I M if 2J + 1 J J+1 M ' 

^ (0 ) . Y 
JM JJM ' 

^JM V 2 J + I ^ J J - I M V 2 J + I ^JJ+IM • (A 3.4) 

In particular, the first two Y ^ / are t ransverse , i . e . , n • Y}^: (n) = 0 
JM ^ -*(-l)A IM 

for X= 0 , 1 , while the las t one is longitudinal: n x Y (n) = 0. Furthermore, 
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Y^̂  have definite parit ies (-1) ' ' , and they satisfy the orthonormality 
JM 

condition s 

APPENDIX IV. Some Useful Formulas 

Some of the angular recoupllng formulas used in the text are given 

below: 

fn Y_., n , ,dn = I , ,_., , (A 4.1) 
J Km JM K'm KmK'm'JM 

f n"̂  cT-Yl^jn , ,dn= "zzzz- i . .rî yr ' (A 4.2) 
•̂  -Km JM K'm rrz—T7 KmK'm'JM 

r n"^ ^ - Yl^^j n , ,dn= ' ' '"^' ' I . ,^^„ , (A 4 . 3 ) 
J -Km JM K'm' < . . -KmK'm'JM 

f n' a"-Yl;, n , ,dn = - i , ,,w • (A 4.4) 

•^ -Km JM K'm KmK'm'JM 

where 

KmK'm'JM -Km-K'm'JM 

" 4ir(2] + l) 

X C ( j ' J j ; m ' M m ) n ^ j ^ , , (A 4.5) 

and n , - . , is the parity selection function 

I 1 if i +J + i ' is even /, . v̂ 
^ I i ' = ) ' ^ ^ ^ 

•̂  I 0 otherwise 

APPENDIX V. Relations Between Transition Rate, Absorption Oscillator Strenrt.h, 
and Line Strength 

In transition probability calculat ions , it is often convenient to deal 

with the line strength 

157 



m m , JMX 
a b 

which is symmetric with respect to the initial and final s t a t e s . Transition rate 

W , and absorption line strength f, _^ can then be expressed in terms of 

S , as 
ab 

3 tic a 

o S , 

^ b - ^ a ^ — T ITTl • (A 5.3) 
3tie -"b 

For the El transition, S in the length gauge can be written, from 

Eq. 41 , as 

Sab='lf'''^ia-^«'2)b*«A^lK[>Vil'-'»'>]' • »=-4) 
a b 

In the nonrelativistic limit, - -* 0, and by retaining the leading ^'^ — -* 0, and by retaining the lee^"" 

terms in the expansions of the spherical Bessel functions, we have 

^ ' = 1 <^'^> ^ I s / V b -^^a^b^^^'- • (A 5.5) 

As a result 

Sab-^^2j^-^ l ) (2 j^ + l ) A ^ ^ ^ <b |e r | a )2 
a b 

= YJ I ( b | e r | a ) | . (A5.6) 
m m, 

a b 

This is just the relativist ic analog of the length-form line strength for 

El transitions in nonrelativistic calculat ions. 

158 



A NEW APPROACH TO THE SELF-CONSISTENT FIELD FORMALISM FORATOMS 
* 

Clemens C. J. Roothaan 

A new computer program for atomic self-consis tent field calculations 
is currently being developed. It i s based on new mathematical and analytical 
procedures which differ considerably from those upon which currently available 
programs are based . The improvements resulting from this new approach are 
expected to be considerable. 

At present , in atomic self-consis tent field (SCF) calculations by 

numerical integration, the analytical and computational procedures used are 

s t i l l , to a large extent, the methods developed by Hartree and co-workers in 

a different era . These methods were concerned with hand calculat ions, and 

the accuracy aimed for was usually, at most, 10 for the wavefunctions. 

During the las t 20-odd years , these methods, and Improvements thereof, have 

been implemented in generally available computer programs. However, further 

significant improvements in the theory and Implementation, which would render 

atomic SCF calculat ions dramatically more efficient, rel iable, and accurate , 

are poss ib le . 

The first significant improvement i s in the integration formulas used . 

In the Hartree-Fock Iterative scheme, both the wavefunctions and the potentials 

satisfy second order differential equations in which the first derivative is 

absent . In the commonly used procedure, the potentials are calculated by the 

success ive integrations of two first-order differential equations; the wave-

functions, on the other hand, are calculated from the second-order differential 

equation, using the Numerov Integration formula. This Numerov formula is a 

linear relationship between function values and second derivatives at three 

adjacent points in the numerical tabulation, and has an error term of order h . 

Our present analysis i s based on using a f ive- or even seven-point generalize -
10 14 

tion of the Numerov formula, with error terms of order h and h , respectively; 

* 
Consultant , RER Division. Permanent address : Department of Physics , The 
University of Chicago, Chicago, Illinois 60637. 
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furthermore, we use these integration formulas for the calculation of the 

potentials as well as the wavefunctions. 

The use of higher order integration formulas poses a special problem. 

Namely, if these formulas are used in the most straightforward and obvious 

manner where one always calculates the next point in a numerically tabulated 

function, they are inherently unstable. As a matter of fact, even the Numerov 

formula is already unstable for the calculation of the potentials; this i s , of 

course, the reason that the a l temat ive, two-step process is used in currentiy 

available programs. 

However, if we use the Numerov formula, or any of i t s higher order 

generalizations, in conjunction with a Gaussian pivoting scheme, these 

inherent instabili t ies can easily be surmounted. Using a particular integration 

formula results in a system of difference equations replacing the differential 

equations. This system of difference equations is then first transformed by 

a suitably chosen Gaussian pivoting scheme before the solution is attempted; 

and the latter then becomes a stable process . 

In actual practice, the calculation of the Hartree-Fock potentials by 

this method has , at this point, been fully tes ted . With about 100 integration 

points, the potentials arising from I s , 2s , and 2p orbitals have been calculated 

with the three- , f ive-, and seven-point formulas, yielding an accuracy of 
-7 -10 -12 

10 , 1 0 , and 10 , respectively. 

A second major improvement is achieved by treating the Hartree-Fock 

equations as a homogeneous linear system of equations, rather than treating 

the integration of each wavefunction as a separate problem. From this vantage 

point, the nature of the solution in the boundary regions r -*0 and r—oo 

becomes much more transparent. In the process , the concept of a Wronskian 

for a single second-order differential equation is generalized to a Wronskian 

"matrix for a system of such equations; and the lat ter , in tum, leads to the 

definition of cannonical solution s e t s , for which the Wronskian matrix assumes 

a particularly simple form. It is gratifying that in the boundary regions r—0 

and r—00 the most natural solution sets are canonical s e t s . 
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As already intimated, in the boundary regions the solutions can be 

obtained in analyt ical form. For r — 0 , the solutions permit series expansions, 

and for r—00, they permit asymptotic expansions . In a computer program now 

being developed, the expansion lengths can be chosen by the user as mn-time 

parameters. Of course, the actual points at which origin and tal l expansions 

take over, and match points for orbital energy adjustments, as well as al l 

relevant tolerances and maximum counts for iterative p rocesses , are a lso 

mn-time parameters under control of the user . 

A computer program implementing the analysis as outilned above is in 

an advanced s tate of preparation. The calculation of the Hartree-Fock 

potent ia ls , as well as the determination of the origin and tail expansions of 

the wavefunctions, has at this time been checked out and thoroughly tes ted . 

A complete operating program should be available some time in the fall of 

1978. 
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INNER-SHELL PROPERTIES OF ATOMIC IONS* 

S. T. Manson, ' J. L. Dehmer, and M. Inokuti 

Various properties of atomic ions have been studied extensively using 

Hartree-Slater wavefunctions. Among the quantities calculated are dipole 

matrix elements and oscillator strengths, and (r^) for -3 < v < 2; these basic 

quantities are related to a number of measurable properties, such as polar-

izabili ty, magnetic susceptibili ty, and spin-orbit coupling. An outstanding 

feature of the results is that all of the above quantities for inner shells are 

virtually unaffected by removal of outer shell e lectrons. The implications 

for ion-atom collision experiments are discussed and the systematics of the 

variation of these quantities over Z and N are presented. 

* 
Abstract of a contributed paper presented at the IXth Annual Meeting of the 
Division of Electron and Atomic Physics, American Physical Society, 5—7 
December 1977, Knoxville, Tennessee. 
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ENERGY DEPENDENCE OF ATOMIC QUANTUM DEFECTS THROUGHOUT THE 
DISCRETE SPECTRUM 

* 
C. Greene and J. L. Dehmer 

Recent efforts to map out the behavior of the atomic quantum defect 
function as a smooth function of energy throughout the discrete part of the 
spectmm are summarized. 

Introduction 

Efforts to reduce and unify the data provided by atomic spectroscopists 

have inspired the development, in the course of twenty years , of the quantum-
1 2 

defect method (QDM). ' The QDM serves to classify atomic properties in 

terms of a minimal se t of parameters whose energy dependence tends to be 

weak. The simplest application of the QDM is to the single-channel problem, 

in which the outer atomic electron posses ses a Rydberg series of energy levels 

converging to a single ionization threshold, I . For this problem the minimal 

set of parameters consis ts of the ionization threshold value I and a quantum 
2—4 

defect [I for each partial wave. Previous studies have made extensive use 

of the near energy independence of each |JI , regarding it as a constant or as a 

linear function of the electronic energy e. While this approximation is good 

near the ionization threshold, drastic departures arise as e decreases beyond 

the lower limit of a Rydberg se r i e s , where u,(e) assumes a sawtooth energy 

dependence. In this report we attempt to identify characteristic c lasses of 

behavior of the quantum defect function | 

expectations with quantitative examples, 

behavior of the quantum defect function K (e), illustrating our qualitative 

Summary of the QDM 

The primary assumption of the QDM is that the outer atomic electron 

moves in an average radial potential field V(r), which behaves asymptotically 

* 
Department of Physics , The University of Chicago; Guest Graduate Student 
Appointee, ANL Center for Educational Affairs. Work supported in part by 
U . S . Department of Energy, Division of Basic Energy Sciences , Contract 
No. COO-1674-139. 
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as an attractive Coulomb potential VQ(r) = - 1 / r . In atomic units the radial 

Schrodinger equation for this electron is 

P"(r) - ^i^^^) + 2V(r) - 2e 
r^ 

P(r) = 0 , (1) 

where primes denote differentiation with respect to r. A pair of reference or 

comparison functions (f,g) can be defined as regular and irregular solutions 

to Eq. 1, with V(r) replaced by the Coulomb potential VQ(r). Provided that 

V(r) = V (r) for r larger than some finite radius r , the wavefunction P(r) in 

the outer region can be written as 

P(r) = a[f(r) cos TTii. — g(r) simr|ji] , "̂  ~'^n (^) 

where a and [i are constants . In order for the electron to be bound, i ts wave-

function must tend to zero at large r. Defining the effective quantum number 

V by 6 = - I V , the asymptotic expansions of the Coulomb functions below 

threshold are: 

f(r) = u(r) simrv — v(r) cos TTV (3) 

g(r) = -u(r) cos TTV — v(r) sin-rrv , (4) 

where 
/„ / ^-v r /v ,_. 

u ' const X (2r/v) e (5) 

•cons t X (2r/v)^e"'^/^ . (6) 
r » v 

Upon substituting these expressions into Eq. 2 and requiring the coefficient 

of u to vanish, we find that for bound states sin IT (v + fx) = 0, or v + |JL = n, an 

integer (it tums out that n - i - 1 is the number of radial nodes of P(r), as for 

the one-electron atoms). This bound-state condition, which was first 
1 

derived by Seaton in 1958, allows us to discuss quantum defects and phase 

shift synonymously. Its usefulness in classifying spectra stems primarily 

from the near constancy of [i within a Rydberg se r i e s . In the remainder of thi:: 

It 

The functions (f,g) of tMs report are defined by the German-type comparison 
functions of Ref. 5. 
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report we look more closely a t the quantum-defect energy dependence, par t ic 

ularly focusing on non-Rydberg spectral ranges where |JL varies sharply with e. 

Radial Phase Functions 

The language of the phase-amplitude method (PAM) is especial ly 

suited to the ensuing d iscuss ion . The PAM treats \i and a as r-dependent 

functions inside the core, r^r , so that the validity of Eq. 2 extends to all r. 
5—7 Here we are particularly interested in |j,(r), which satisfies the nonlinear 

first-order equation 

r 

W(f,g) 

2 / 2 
±1 r J _ l r^T / . _ 1 \ T T / l \ . . - > - / l \ / • ! , . \ . / . \ , ^ "h^W = ^JJJf-^^ / d r ' p / ( r ' ) -V(r ' ) ] [f{r') cos »|ji(r ')-g(r') slnir^ifr')]'^, 

(71 

where W(f,g)= fg' - f g is the position-independent Wronskian of the compari

son functions. In Eq. 7 note that if the potential difference U(r) = V (r) -V(r) 

is of constant sign, as for the Hartree-Slater potential used in the calculations 

below, then |j.(r) i s a monotonic function. Also, points of inflection of |Ji(r) 

correspond to nodes of P(r), a fact which is critically Important in the analysis 

below. While Eq. 7 for |JL depends on the three functions f ,g , and U, an 

al temative expression in terms of f ,g , and P is especially convenient for 

describing the energy dependence of |J.(r). The functional form, which is an 
7 

immediate consequence of the "constraint" equation used in deriving Eq. 7, 

is simply 

tan TT̂i = W(f, P)/W(g, P) . (8) 

This expression for |JL(r) is equivalent to the solution of Eq. 7 if we adopt the 

modulus-determining provisos that fi.(r) be continuous and that î(0) = 0. 

Equation 8 is useful because the three functions f ,g , and P have wel l -under

stood energy variations and because the functional form is simple. The 

computations of fi d iscussed below were performed by integrating Eq. 1 using 

the Numerov method; |jL(r) was then found directiy from Eq. 8. This procedure 

bypassed complications involved in the direct solution of Eq. 7, which ar ise 

at radii where [JL increases rapidly by very nearly unity over a small range in 

r . This s tep- l ike behavior of |ji(r) is examined in detail below. 
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Since we are considering the quantum defect as a difference between 

the phase of P(r) and the reference function phase , it is convenient to intro

duce one more definition, that of the phase of any radial function P(r) as 

cotc|)p(r) = P'(r)/P(r) . (9) 

(Note that, according to this definition, <f) is a multiple of IT at each node 

and an odd multiple of Tr/2 at each antinode.) In terms of such phase functions, 

Eq. 8 can be rewritten as 

cot ct)p - cot cf)̂  ^ 
tamr[x= — — • — . (10) 

cot ĉ „ - cot ĉ  g 

For purposes of qualitative discussion, this can be approximated by 

•n̂M- ~ c|) - <|) , (11) 

provided that f and g oscillate roughly 90° out of phase . [Equation 11 is 

exact if f and g satisfy f = g ' , f' = - g . ] Thus our picture of iria. as a phase dif

ference is reinforced. It is useful to explore further the behavior of the radial 

phase functions <)>, as they will play a central role in our analysis of the 

quantum defect function (i(e,r) . The overall energy dependence of these 

phases is well understood. For example, it i s well known that the position of 
g 

any node monotonically decreases as the energy e inc reases . In fact, we 

can be still more explicit about the phase function energy dependence. 

Combining Eq. 9 with Eq. 1 yields 

d<t) 
— = cos 4)p+ 2T(r) sin2 c))̂  , (12) 

2 
where T(r) = e-l(l + l ) /2 r -V(r) i s the local kinetic energy. 

Equation 12 permits a clarification of the phase function behavior. 

Three aspects are most relevant to our purpose. First, we address the d e 

pendence of ct>p(r) on T(r). This encompasses variations of <|3 as a function 

of 6, of i , and of V. Given two altemative expressions for T(r) such that 

Tj(r) > T2(r) for all r, the resulting phases are ordered as well , meaning 

4>j(r) ^ <t>2(r) for all r [provided, of course, that ^ {0) = <^ (0)] . The monotonic 
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decrease of node positions as a function of e (but at fixed I and V) is a 

specific example of this phase ordering principle. Similarly the phase d e 

c reases a s I increases and, conversely, it increases when the potential V is 

made everywhere more at t ract ive. Second, we note that the phase function 

<|) (r) increases in a s tep-wise fashion in regions of large kinetic energy T(r). 

In such regions the phase increases relatively slowly at the nodes of P, where 

d< | )^dr=l , but quite rapidly at the ant inodes, where d())Vdr= 2T(r). This 

behavior gives rise to rapid small-r jumps in n(r) . Finally, we examine the 

behavior of <)) (r) in regions of space where T(r) goes through zero and approaches 

a negative value at large r. This corresponds to the present problem involving 

electronic energies below threshold, with e = - | v . Inspection of Eqs. 2 -6 

shows that at energies where the electron is not bound, the phase cjj approaches 

the Coulomb phase ^ at larger r (actually they only approach one another 

modulo TT) . That i s , 

-1 1 
*P F>>r"^^"^^°* ^v^ ' for V ^ v ^ , (13) 

where the inverse cotangent is chosen to lie between 0 and IT. In Eq. 13 m i s 
—2 

the number of radial nodes . At the bound energies (e = - T v ), though, cb„ 
m "̂  m 3 xp 

approaches <f) , implying 

-1 1 <!)„ —r-—* miT - cot (—) , for V = V . (14) ^P r » v H- ' m 

Each of these three features i s present in the s-wave phase functions 

of atomic potassium. Figure 1 shows <t>p as a function of r at four sample 

energies in the immediate neighborhood of an eigenvalue of Eq. 1. First we 

see the ordering of the phase as a function of energy. At any given radius 

<t) decreases as v dec reases . Second, the s tep- l ike increase of v at small 

r i s evident in the jump centered at r ~ 0 . 0 5 a . u . ; this corresponds to an 

antinode in the radial wavefunction P. The second s tep, located at r ~ 0 . 3 2 

a . u . , is significantly l ess sharp since T(r) in Eq. 12 is considerably smaller. 

Finally, the phase behaves asymptotically as expected, approaching 2Tr+cot 
-1 

(1/v) at energies jus t above the eigenvalue, while approaching -rr + cot (1/v) 

at energies slightly below the eigenvalue. At the eigenvalue itself 
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!/ = 0.192336 
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FIG. 1.—Radial phase functions 
^p{r) calculated for s-wave atomic 
potassium at four values of the 
effective quantum number v. The 
dashed l ines represent <\>P=2T: + 

c o t - l ( l / 0 . 2 2 ) and t r+co t - l 
(1 /0 .22) . Note the dramatic 
changes in 4>p as v sweeps out 
a tiny range centered on an eigen
value of Eq. 1. 

(v ~0.192335) , i>^ will tend toward the line 2Tr-cot ( l / v ) , as was ant icl-
^ m P 

pated above. A remarkable feature in Figure 1 is that a very small change in 

V produces such an abmpt change in the large-r behavior of ^p, causing a 

dramatic variation in the quantum defect [i. in this energy range a l so , as we 
discuss below. 

Variations of ii with Radius 

The features of phase function behavior noted above facilitate a de

tailed examination of (i(e) for discrete atomic spectra. We begin by examin

ing the radial variations of the quantum defect. Figure 2 shows |ji as a function 

of r at two fixed energies (e = 0, -10 a . u . ) , calculated for s waves of atomic 

potassium with the Hartree-Slater model potential . For now, consider the 

zero-energy (dashed) curve of Figure 2. The rapid jump of the quantum defect 

at r ~ 0 . 0 5 a . u . is quite similar to the small r jump of the phase function 

cj) (r) in Figure 1. To understand this recall our picture of the quantum defect 

as a phase difference (Eq. 11). The phase of the comparison function ^Ar) 

is determined in Eq. 12, with T(r) replaced by a Coulombic T_(r). At small r 

the atomic kinetic energy is much greater than the unit charge Coulomb kinetic 

energy. Accordingly, <f> (r) increases much more rapidly than cjj (r), and the 

gross behavior of IT|J. follows that of <^ very closely. On the other hand, as r 

increases through the rest of the atom, T(r) and T (r) come closer in magnitude. 
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FIG. 2.—Radial dependence of the s-wave 
quantum defect function of potassium; 
|Ji(r) was calculated at two energies 
(0 and -10 a .u . ) using the Hartree-Slater 
model potential . 

so that <|) and <\> increase at a more nearly comparable ra te . As a resul t , the 

steps in |Ji(r) become l e s s abmpt and smaller at successively larger radii , 

until at r ~ 2 . 3 a . u . the antinode of P produces an increase in fx of only about 

0 . 1 . The e = 0 curve for |a.(r) typifies the Rydberg spectral range which extends 

from e = 0 to roughly e = -0 .15 a . u . for the alkali metals . 

The upper solid curve of Figure 2 represents fx(r) calculated at e = -10 

a . u . , an energy far below the Rydberg range. Still, the small-r behavior of 

|a. i s affected very l i t t le by the considerable energy change. This is not 

surprising, since at r ~ 0 . 0 5 a . u . a change in e of 10 a . u . is small relative to 

the value of T(r), which is roughly 400 a . u . at that d is tance . The outer jump 

in the e = -10 a . u . curve (near r ~ 0 . 8 a .u . ) contrasts strongly with the slower 

and smaller step which occurs in the e = 0 quantum-defect curve at the same 

radius . At first sight this is surprising. Both <j) and ^ at this energy i n 

crease more slowly with r than at e = 0 because of the phase-ordering principle 

d iscussed after Eq. 12. So, the extreme sharpness of this outer step in |ji(r) 

is only possible when the approximation inherent in Eq. 11 breaks down 

completely. Then we must return to the exact Eq. 10 to acquire a full under

standing of these unusually rapid s t eps . 
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Variations of \x with Energy 

Since the structure of .̂(r) can vary strongly from one spectral range to 

the next, it is appropriate to examine the energy dependence of fx explicitly. 

Figure 3 shows |JL (at a fixed radius r=r_) as a function of the effective quantum 

number v for four neutral atoms ranging from Z= 11 to Z= 19. These s-wave 

quantum defects were calculated over a broad spectmm, ranging from -136 

keV at the left portion of Figure 3 to -0.136 eV at the right edge. The potassium 

quantum defect, shown as the solid, uppermost curve, is the quantity of 

primary interest . The three curves representing the quantum defects of other 

atoms should be ignored for now; they will be discussed briefly later . One 

feature of Figure 3 should be kept in mind. That i s , although a continuous 

curve is drawn for the energy dependence of \i, the only physically observable 

bound states of a given atom occur at intersections of the IJ. curves with the 

dashed lines fx + v = n. It is helpful, however, to suspend application of the 

large r boundary condition, as we have done here, and to calculate |J. con

tinuously below threshold; this conveys a clearer picture than would a small 

number of separated points , i . e . , at the discrete eigenvalues. In addition, 

the energy normalization of P depends on the derivative 9fx/9e, which is more 

difficult to estimate if the quantum defect is calculated only at the bound 

s ta tes . 

FIG. 3.—The s-wave quantum defect 
at r=rQ as a function of the effective 
quantum number for sodium ( . . . . ) , 
aluminum ( - . - . ) , phosphoms (--. .—) 
and potassium (—). The grid of 
dashed lines represents | j+v = integer, 
which would appear as straight lines 
if the V axis was linear instead of 
logarithmic. The quantum defect for 
each atom is level at the right of th 
figure, and as v decreases , each 
converges to one of the l ines v + [i=n. 
Each quantum defect experiences one 
or two rapid jumps of -1 as v decreases 
until v ~ 0 . 0 5 5 , below which the four 
curves have collapsed into one. 
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It i s instructive to trace out the potassium quantum defect and to 

identify the main features of in teres t . A dist inct c lass of behavior dominates 

the right-hand portion of Figure 3 , from v ~ 2 to v = 1 0 , where [i deviates very 

l i t t ie from i ts threshold value |i(6 = 0) = 2 .177 . We denote this near energy 

independence of |ji near threshold as the Rydberg c lass of behavior. A rather 

different c lass pers is ts throughout the left-hand section of this plot , say from 

v = 0 . 0 1 t o v ~ 0 . 6 . In this region of large negative energies |i s tays very 

rigidly on top of the dashed family of l ines representing v + |i= Integer. This 

is typical of the low-v c lass of behavior. Nonetheless , two obvious and 

dramatic exceptions to this behavior appear in Figure 3 as rapid unit changes 

of n occurring near v = 0.19 and v = 0 .055 . We will see below that these 

changes result from the striking energy dependence of ^-,{r) observed in Figure 

1 at energies in the immediate neighborhood of an eigenvalue of Eq. 1. 

Finally, there i s a transition region between the two c lasses of behavior, 

which extends from roughly v ~ 0 . 6 to v ~ 2 for the potassium quantum defect 

function. 

These two dominant c l a s ses of quantum defect behavior warrant 

separate ana ly se s . Initially we discuss the more familiar Rydberg c lass ; for 

most atoms \i i s nearly Independent of e at all discrete levels above the 

ground s t a t e . This energy independence arises for two main reasons . First 

the phases ^ and ^ are individually insensi t ive to changes in e (less than 

~ 0 . 1 5 a . u . ) f o r r ^ 1, where T(r) and the Coulombic T (r) are both much 

greater than |e | . Second, in the outer portion of the core ( r ^ 1), where the 

kinetic energies and e are more comparable, T(r) merges closer to TA^^) and 

the energy dependence of «t>p and <^ partially cancel in Eq. 11 . A similar 

partial cancellat ion in the radial derivative of the quantum defect was noted 

earl ier , and is responsible for the near constancy of \i throughout r ^ 1 in 

the e = 0 curve of Figure 2. 

Next we tum to the low-v c lass of behavior of |ji(6,r). At small r, 

where r / v » l , the Coulomb comparison functions (f,g) begin to assume 

their asymptotic forms within the atom. This i s the Important difference between 

the two c l a s s e s . Then the al temative Coulomb solutions (u,v) defined in 
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Eq. 3 and Eq. 4 are more appropriate for discussion, and Eq. 8 becomes 

,. / r,\ cot (j)_ — cot <|) 
/ X W(v,P) ^P V V ,. . 

tamT(v + |jL) = —T.—fr = ——r TT"" * • vlo; 
V r, w(u,P) cot c|) - cot c() u 

For large r /v , as i s the case here, (u,v) are exponentially rising and falling 
-2 r /v 

functions and this ratio of Wronsklans is of the order e except where 

cot d) « cot <b . This behavior explains the tendency of each curve of Figure 3 
P u 

to remain rigidly on top of the dashed lines v+ |i =n at low-v. Note that it is 

not surprising for v= 1 to mark the onset of low-v behavior; for 1 = 0 that is 

the energy at which the las t Coulomb node moves to Infinity and below which 

(f,g) begin their asymptotic growth within the core ( i . e . , for r < r ) . Then 

v + |ji ~ n , to within an exponentially small number. This concept breaks down, 

however, when P'/P = u ' / u (recall that u ' / u ~ l / v for r / v » 1). If this 

critical value of cot(|) ~ l / v is attained with increasing r, then tan Tr(v + |JL) 

changes from nearly 0 to oo and back to nearly 0 over an Incredibly small 

distance. This i s , in fact, the cause of the rapid outer radial step in the 

6 = -10 quantum-defect curve of Figure 2. 

It is highly instmctive to compare |ji(r) with <|>p(r) at this energy. The 

potassium phase function ^ at e =-10 a . u . is represented by the uppermost 

(v=0.22) curve of Figure 1. As noted above, the first step in pi (r) follows 

the first step in 4) (r) quite closely. The second steps of \i and of ^ are also 

qualitatively similar. But the las t step in [i (r) does not correspond to any 

step-like feature in 4>p(r). In fact, that rapid las t jump in |ji is caused entirely 

by the seemingly innocuous crossing of <t>p(r) with the horizontal l ine 2ir + cot 

(1/0.22) at r = 0 . 8 , which zeroes the denominator of Eq. 15. 

By looking at the other phase functions in Figure 1, it i s possible to 

understand what happens to (i as the energy is lowered from just above the 

eigenvalue at Vĵ = 0.192335 to just below i t . As v is lowered from 0 .22 , the 

last node (the point where cf) (r) = 2ir) moves monotonically outward. Similarly 

the radius at which \i undergoes a rapid outer unit step [where <|) (r) crosses 
-1 

the line 2Tr + cot (1/v)] a lso moves steadily outward. If v is decreased 

further, a critical value v^^ will be reached, at which this crossing of cot<|) 
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and cot 4) occurs precisely at the distance r where the atomic potential b e 

comes Coulombic (the position r . is defined quite exactly in the Hartree-Slater 

approximation). At v = v it is clear that cot<i)„ and cotd) must also coincide 
cr P u 

at larger r, since the Wronskian W(u,P) must be constant for r ^ r . . For v < v 
0 cr 

this rapid outer step in ti(r) will be absent , since <|> never reaches the line 
-1 

2Tr + cot (1/v), though it does st i l l approach it asymptotically from below. It 

is at v = v that the jump in |j. as a function of v occurs (for the potassium curve 

in Figure 3 , v ~0 .192335) . A further decrease in v eventually causes the 

outer radial node of P to move to infinity when the actual eigenvalue v = v is 

reached. Here and at success ively smaller v the quantum defect remains fixed 

to the curve v + |ji = 2, until near v =0 .055 a similar scenario is enacted. 

Numerically the two values v and v are so close as to be indistinguishable 
O l LA 

(at l eas t to within six significant digits) , a consequence of the lightning speed 

of outer node progression at energies near eigenvalues of the differential equation, 

Eq. 1. Below the first eigenvalue at v ~ 0 . 0 5 5 the radial wavefunction P(r) has 

no nodes , i ts phase cf) (r) has no more rapid changes with energy, and |JL remains 

fixed to the line v + |i= 1 as e — -
00 

Summary 

We have investigated the stmcture of the single-channel s-wave quantum 

defect (1 as a smooth function of the energy e of the outer electron. Below the 

ionization threshold there are two notable c l a s ses of behavior of i i (e , r ) . Within 

the Rydberg c lass pi is nearly independent of energy; a l so , |a increases with r 

slowly and smoothly in the outer portion of the ionic core. This may be con

trasted with the low-v c lass of behavior, which is characterized by \x. remaining 

fixed rigidly to values |i =n - v, where n is an Integer. The rapid variation of 

the phase cf) of the electronic wavefunction as the energy decreases through a 

discrete level induces a rapid unit drop of \x.. The radial structure of the quantum 

defect i s a l so quite different in the low-v c l a s s , which is manifested by rapid 

unit s teps in pi as a function of r in the outer portion of the ionic core. These 

two dis t inct c l a s ses of behavior are separated by a transition region around 

V ~ 1 in which n i s more difficult to d iscuss qualitatively, but which occurs 

always at v ~ 1. 
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The numerical work discussed above consisted of detailing these 

features of the quantum defect behavior for a single atom and partial wave 

(potassium, s-wave). The tools of analysis apply readily, however, to a 

discussion of different atoms and higher partial waves . An indication of the 

Z-dependence of |i (e) is embodied in the quantum defect curves plotted in 

Figure 3 for four atoms ranging from potassium to sodium, although some of 

the details may depend strongly on the model chosen for V(r). Clearly, as Z 

decreases from 19 to 11 the potential seen by the outer electron decreases in 

strength, and an overall decrease in \i with decreasing Z is expected. The 

specifics of this decrease in \i remain to be explained, particularly in the 

transition region between the Rydberg and low-v c lasses of behavior, but 

they should be accessible within the framework discussed in this report. An 

investigation of this topic and a similar analysis for higher partial waves will 

be published at a later date . 
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OSCILLATOR-STRENGTH MOMENTS, STOPPING POWERS, AND TOTAL INELASTIC-
SCATTERING CROSS SECTIONS OF FAST CHARGED PARTICLES FOR ALL NEUTRAL 
ATOMS THROUGH STRONTIUM* 

t ± 
Mitio Inokuti, T. Baer, J. L. Dehmer, and J. D. Hanson 

Systematics of the atomic properties named in the title and of other 

related quantities ( e . g . , mean excitation energies for straggling) have been 

comprehensively studied. Our calculations are based on a single-electron 

approximation using the Hartree-Slater central-field potent ia l—a model that 

represents a reasonable compromise between two goa l s , i . e . , a sensible 

description of the major features of atomic dynamics and an economical 

computational scheme indispensable for an exhaustive survey of many a toms. 

Our resul ts not only quantify the general trends of the atomic properties 

expected from the periodic table , but a lso provide a useful guide to experi

ment (on atoms for which no other data are available) , to theory (for which we 

suggest several aims of more advanced ana lys i s ) , and to applications includ

ing radiological physics and charged-particle microscopy. 
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Summary of a paper under preparation for publication. 
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INEQUALITIES THAT BOUND MEAN EXCITATION ENERGIES V\̂ TH RESPECT TO 
THE OSCILLATOR-STRENGTH DISTRIBUTION 

Mitio Inokuti 

The logarithmic mean excitation energies, which determine the total 
inelast ic-scattering cross section, the stopping power, the straggling for fast 
charged part icles, and other atomic or molecular properties, are bound from 
above and below by moments of the oscillator-strength distribution. 

Consider the moment 

S(^)= / (df /dE) E^dE (1) 

and the quantity 

U}x) = / (df/dE) E*̂  In EdE , (2) 

where df/dE is the oscillator-strength distribution as a function of the 

excitation energy E measured from the ground state of any atom or molecule. 

The Integrals include contributions of sums over discrete spectra. The mean 

excitation energies KM.) of various orders (X/ defined by 

Inl(hx) = L(|X)/S(HI) , (3) 

are cmclal to many properties of the atom or molecule. "̂ ""̂  For example, 

I(- l) appears in the expression for the total inelast ic-scat ter ing cross sect ion,^ 

1(0) in the famous Bethe formula for the stopping power, 2 i(i) in the Fano 2 

formula for straggling, and 1(2) in the expression for the Lamb shift of energy 

l eve l s . 

Precise calculation of L(ix), in general, requires the complete knowledge 

of df/dE over the entire spectmm. By contrast, S(HL) values for |x= 2 , 1 , 0 , 

- 1 , - 2 , - 4 , - 6 , . . . are either calculable as certain ground-state expectation 

values by virtue of sum m l e s , ^ ^ or derivable from experiment. Therefore, 

it is useful to explore means of mathematically relating LM with S(fx) and 

thereby estimating L(|x) without the knowledge of full df/dE. As an example 

of approaches in this direction, one may tit the S(M) data as a function of 
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continuous variable |x either graphically or analytically and obtain L(fx) = 
6—9 

dS(|a.)/d|Ji as the slope of the S(|x) v s . |x curve. A second approach is to 
10 

use the moment theory. It is the purpose of this note to point out a set of 

simple and general inequali t ies useful for studying L(H-) . 

It i s possible to show that 

ln[S(jx)/S(ix-l)] < L(tx)/S(M.) ^ In [S(^x+1)/S(ML)J (4) 

for any |x < 1.5 ( i . e . , under the condition that all the quantities in the 

inequalit ies are well defined), so long as df/dE is non-negative for any 

E > 0. The equality results only if df/dE degenerates into a single-l ine 

spectmm of the form 6 (E - E ) , E being a constant. 

The inequali t ies (4) can be proved by use of Jensen 's theorem concem-
11 

ing convex functions. 

Table 1 demonstrates the inequalit ies for ix= -1 and |x=0 by use of 
5 12 13 

data on H, He, and Ne. ' ' It is seen that 1(0), and especially I ( - l ) , 

are bound rather tightly by the inequal i t ies . Further, the tightness of the 

bounds for other rare gases is readily found by inspection of Table II of Ref. 3 . 

The inequali t ies often permit a quick estimate of the mean excitation energies , 

especial ly for light atoms and molecules. 

Table 1. Test of the Inequali t ies for H, He, anci Ne 
a toms . All the values of S(\i) and L(|x) useci 
here are defineci by Eqs. 1 and 2 with exc i ta 
tion energies E measured in units of the Rydberg 
energy (13.606 eV). Entries for each column in
crease steadily as one goes from top to bottom, 
according to the inequal i t ies . 

Terms in the 
inequal i t ies 

l n [ S ( - l ) / S ( - 2 ) ] 

L ( - l ) /S ( - l ) 

ln [S(0) /S( - l ) ] 

L(0)/S(0) 

lnrS( l ) /S(0)] 

H 

-0 .1178 

-0 .07325 

0 

0.09698 

0.2877 

Atoms 

He 

0.777 

0.848 

0.978 

1.13 

1.407 

Ne 

1.04 

1.25 

1.67 

2.31 

3.46 
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ADDENDA: INELASTIC COLLISIONS OF FAST CHARGED PARTICLES WITH ATOMS 
AND MOLECULES—THE BETHE THEORY REVISITED [Rev. Mod. Phys. 43^, 297 
(1971)]* 

Mitio Inokuti, Yukikazu Itikawa, and James E. Turner 

Since the appearance of the title paper, a number of new developments 

have occurred which need to be included in that body of material. We present 

additional remarks and clarifications which supplement and update numerous 

, aspects of the Bethe theory discussed in the earlier paper. We also bring the 
3 

bibliography up to da te . Plasma stopping power, the z effect, and stopping 

power for part icles at extreme relat ivist ic energies are among the new topics 
1 

included. We also make several comments on Fano's earlier review ar t ic le . 
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INTEGRALS OF THE SQUARED FORM FACTOR OVER THE MOMENTUM TRANSFER* 

Michlo Matsuzawa, Seiji Mitsuoka, and Mitio Inokuti 

Consider the Integrals of the form factor F (K) over the momentum 
nm 

transfer tiK, i . e . , 
00 

«„«<>'• ^' = - 0 / "^'l^nrn'Ol * • (« 

where 

W^) = /^' ' ' ' 'W'^)^'^ ' (2) 

a^ is the Bohr radius, e is a small positive parameter, fi is an integer, and 

Pj^j^(r ) is the transition density of the atom (or molecule). The cases with 

H ̂  0, where one can put e = 0, have been treated by various authors. (For 

example, see Ref. 1.) Here we discuss the Integrals for \i^ 0, such as 

H = - 3 , which is closely related to the Bethe asymptotic cross sect ion. We 

assume that the atoms (or molecules) are either spherical or randomly oriented, 

Under this assumption we can write expression 1 with pi = -2v -1 by changing 

the order of integrations. The result is 

^ n m ( - 2 ^ - l ' ^ ) = E ( - l ) ' ( ( R / V ' ' > n m / ^ 2 ( v - i ) ( 2 i + l ) ! ( e a j 2 ^ - 2 i ) 
1=0 nm ' ' " / - v - ^ Q y 

+ {(-1) / ( 2 v + l ) ! } [ { ^ ( 2 v + 2) - l n ( e a J } ( ( R / a )2^) 
0 o nm 

- ( ( R / a Q ) 2 V ( i y a Q ) ) ^ j + 0 ( e 2 a ^ 2 j , (3) 

Abstract of a paper presented at the Xth Int. Conf. on the Physics of Electronic 
and Atomic Collisions, Paris, July 1977. A full account of the work is being 
prepared for publication, 

Department of Engineering Physics, The University of Electro-Communications, 
Chofu-shi, Tokyo, Japan. Visiting Scientist at ANL, 1972-1974. 
Nippon Electric C o . , Ltd. , Minato-ku, Tokyo, Japan. 
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where (A) = f dT f dT' p ( r ' ) A ( r , r ' ) , R = r - r ' and d)(x) i s the dlagamma 
nm J -J nm 

function. For | i = - 2 v , similar procedures show that H (-2v,e) can be expressed 

in terms of ((R/a„)2^) (1 = 0 v - 1 ) and ( (R/a„)2^" ) . In Table 1 we 
^ 0 nm ' ' 0 nm 

summarize our resu l t s . The integral for fi=0 is proportional to the exchange 
1 

integral , as d iscussed by Lassettre and Dillon. The integral for |a=-3 is the 

most interesting because total scattering cross sections can be written in 

terms of i t . In general , one can identify each integral as a simple atomic (or 

molecular) property. 

Table 1. Operators Characterizing Integrals H (jJL/e) 
nm 

Operator Remarks 

-1 0 (Tr/2)(R/aQ) 

-1 -ln(R/aQ) 

-2 (Tr/4)(R/aQ) 

-3 (l/6)(R/aQ)2ln(R/aQ) 

-4 (7r/48)(R/aQ)^ 

-5 (1/120) (R/a^)"^ In(R/a^) 

Exchange integral 

Polarization (of lights emitted after 
col l is ion), average deflection (of a 
charged-particle beam) 

Total cross sect ion, average deflection 

Polarization, average deflection 

A previous report applied the integral for ( i=-3 to the total cross 

section for e las t ic scattering of fast charged par t ic les . Similarly, the total 

cross section a (v) for inelas t ic scattering can be written in terms of 
nm 

H (-3,K , ) , i . e . , 
nm min 

a^^(v) = 8TraQ2(e2/-hv)2 [{ -ln(K^^^a^) + q;(4)}M^ 2 
min 0 nm 

+ (l /6)((R/aQ)2ln(R/aQ))^^ + 0 (K^ .^2^^2j^^ (4) 

where tiK . is the minimum momentum transfer, and v is the velocity of the 
mm 2 

incident par t ic le , and M i s the squared dipole matrix element measured in 
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2 2 
atomic uni ts . Here we have used the relation ((R/a-) > = 6 M 

^ 0 nm nm 

Equation 4 expresses the cross sections in terms of the transition 

density directiy, and thus bypasses the form factor. This may be advantageous 

in some numerical computations because some theories can produce the t ransi

tion density (as opposed to wavefunctions) of atoms and molecules. (For 

example, see Ref. 3.) 

For the hydrogen atom we have 

- (2^V3^°) [ -21n(3 /2) + 24;(4)+il;(6) + Y] , 
i^/fs.iT./ \ 2 , ,T , / X, ] for Is—2p excitation 
( l /6)((R/a ) ln(R/a )) = ' 

12 10 
2 / (5 X 3 ) for Is—2s excitation , 

in agreement with the standard calculation, making use of the form factors. 
4 

Using Hartree-Fock wavefunctions, we have computed integrals for the elastic 

scattering of the first row atoms in the periodic table and some excitation cross 

sections for helium. 
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INTERPRETATION OF AVOIDED-CROSSING PATTERNS OF THE MAXIMUM-
AMPLITUDE TRAJECTORY FOR LOW-ENERGY Li+-He SCATTERING* 

Smio Tani and Mitio Inokuti 

The low-energy phase shifts in the Ll -He scattering are Investigated 
in detai l , using the Sutherland potential model to simplify the numerical work. 
Comprehensive data on phase shifts are analyzed in terms of the resultant 
maximum-amplitude trajectory (MAT) (Introduced in Ref. 1). Two factors control 
the behavior of MAT at low energies: The first is the resonance-tunneling 
through the centrifugal barrier, and the second is the applicability of the JWKB 
approximation in a wide domain of l inear and angular momenta. The second 
factor i s a consequence of the fact that the attractive potential between a Li"̂  
ion and a He atom is very strong. In the MAT diagram, the a voided-crossing 
pat tems mark those areas in which an interplay between the two factors, as 
well as significant features in the differential cross section, occurs . Because 
the attractive potential i s very strong and the reduced mass is large, many 
partial waves contribute significantly, even at low energies, and this makes 
a quantum-mechanical effect l e ss not iceable. An a voided-crossing pattern 
marks the position at which a clear manifestation of quantum-mechanical 
effect occurs . 

Introduction 

The exis tence of seven bound s ta tes (vibrational levels of the bound 

molecule) with zero angular momentum in the Li -He system clearly indicates 

the strong attraction between Li"*" and He. In fact, if the angular momentum 

I i s equal to or l e ss than 16, there i s at l eas t one bound s ta te . When the 

phase shift is examined for a fixed linear momentum k as a function of i , it 

is seen to be large in the domain of large I, even when k is small. If the 

phase shift i s examined for a fixed i as a function of k, it is found to be large 

even when k is fairly large, if I remains l ess than, say, 30. We have studied 

the low-energy ion-atom scattering in the Li"'"-He system and have found that 

there are two controlling factors which cmclally affect the behavior of the 

system. 

Paper presented at the Xth Int. Conf. on the Physics of Electronic and Atomic 
Col l i s ions , Paris , July 1977. 

Consul tant RER Division. Present address: Physics Department, Marquette 
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The first factor is a resonance-tunneling through the centrifugal barrier 

that can occur if neither k nor I is large. The attractive part of the Li -He 

interaction potential is not of long range, and consequently the centrifugal 

potential dominates at large d is tances , making the effective potential , i . e . , 

the sum of the interaction and centrifugal potent ials , repulsive. At intermediate 

d is tances , the attractive potential dominates, and consequently, there is a 

peak of the effective potential. Let us consider the phase shift 6 as a function 

of linear and angular momenta, k and I, 

6 = 6(k,i) . (1) 

If the wavefunction outside the potential barrier resonantes with that inside, 

5 varies abmptly by an amount approximately equal to TT in a small Interval. 

For a fixed 1, 6 r i ses rapidly with increasing k; for a fixed k, 6 falls rapidly 

with Increasing I. 

The second controlling factor i s the applicability of the JWKB approxi

mation, which is valid except in the vicinity of a c lass ical turning point. 

Generally speaking, the JWKB approximation is applicable if the attractive 

potential is strong and the local de Broglie wavelength is short (see p . 2266 
fi 7 

of Ref. 5). Ford and Wheeler ' pointed out that the abrupt change of the 

phase shift resulting from a resonance-tunneling through the centrifugal barrier 

might not seriously hurt the over-all applicability of the JWKB approximation. 

This expectation is particularly tme if a resonance is sharp so that the phase 

shift deviates from a smooth function of k and I in only a small interval. The 

scattering amplitude is a weighted sum of the partial-wave amplitudes, 

A(k,i) = s i n 6 ( k , i ) e x p [ i6 (k , i ) ] , (2) 

and remains unchanged if 6 is changed by an integer multiple of TT. When the 

discontinuity in 6 is nearly equal to TT, this noticeable deviation from smooth 

behavior may be reduced without changing the amplitude (Eq. 2) by lowering 

the higher branch precisely by tr. Thus, if the quantum phase shift, after this 

smoothing procedure, agrees fairly well with the smooth JWKB phase shift, 

then the Ford-Wheeler argument is valid. The results reported by Krishna and 
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Tani include an example of this s i tuat ion. 

The fact that a sum over many partial waves is required to determine 

the scattering amplitude in ion-atom scattering, even when energy E is very 

low, marks a characterist ic difference from the general situation in electron-

atom or nuclear scattering at low energies . In the latter case only a limited 

number of partial waves is important. Generally speaking, some typically 

quantum-mechanical effect should be found if we search for one near zero 

energy in any system. In the Li'*"-He system there are many partial waves 

that contribute significantly, even at low energies, and although resonance-

tunneling i s , itself, a typically quantum-mechanical effect, it may not greatiy 

affect the cross sec t ions . Here we are searching for some characterist ic 

quantum event in low-energy ion-atom scattering, which will affect the cross 

sec t ions . 

The Potential Model 
1 

Our earlier work showed that the over-all characteristics of a given 

system may be shown graphically by tracing on the (k , i ) plane the loci of 

points at which 

5 ( k , i ) = [ n + (i)]Tr (3) 

for an integer n . When a curve on the (k , i ) plane represents the effect of an 

attractive (repulsive) potential , the integer n i s positive (negative). When n 

is posit ive (negative), the minus (plus) sign must be used on the right side of 

Eq. 3 . For the reasons discussed in detail in Ref. 1, such a curve on the 

(k , i ) plane is called the maximum-amplitude trajectory (MAT). 

In Figure 4 of Ref. 1, the MAT'S were determined for the Sutherland 

potent ial , i . e . , 

Vg(p) = 
00, P ^ 1 , 

-^2p-4^ p > 1 ^ (4) 

where p = r / a measures the distance r between a Li ion and a He atom in 

units o f a = 2 . 9 7 a . u . , which i s the sum of the Li"*" and He hard-core radi i . 
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The parameter ^ in Eq. 4 is equal to 27.0 a . u . The shape of the Sutherland 

potential is somewhat unnatural when compared to results of quantum-chemical 

calculations: the Sutherland potential has a narrow sharp spike right outside 

the hard core which tends to exaggerate the attractive part of the potential . 

However, as discussed in Ref. 5, the errors Incurred by using this potential 

may remain within an over-all limit of 10%. Since the numerical work is simpler 

for this potential, an extensive survey of the phase shift has been carried out. 

In order to find if there is any significant difference between the 

behavior of a set of MAT curves based on the Sutherland potential and one 

based on a more realist ic potential, we also examined the Lennard-Jones (8,4) 

potential, i . e . , 

V^j(p) = C % " ^ [ ( ? / p ) ^ - l ] - (5) 

where ^ = 1.036; this value of ^ is determined so that the scattering length 

(at k = i = 0) assumes a value that corresponds precisely with the midpoint 

between the seventh and eighth zero-energy resonances . The MAT's obtained 

by using the Lennard-Jones potential are shown in Figure 1. When Figure 1 is 

compared with Figure 4 of Ref. 1, we find little difference among the main MAT 

features obtained by using the two potent ials . If 

i < 37.68 , (6) 

there is a peak of the effective potential outside the hard core. Otherwise, 

the effective potential decreases monotonically outside the hard core without 

producing any peak. 

The Vertical Cliff in the Constant-k Profile 

The phase shifts have been surveyed in the domain defined by 0 ^ k 5 15 

and OS i< 40. A curve that shows 6(k, i) as a function of I for a fixed value 

of k will be called the constant-k profile hereafter. Figure 2 is based on the 

sixteen constant-k profiles for k from 0 to 15 with an interval of Ak= 1. 

Levinson's theorem states that the zero linear momentum phase shift 

6(0,i) is equal to ir times the number N, of the bound s tates with the same 
b 
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FIG. 1.—The MAT'S determined from the 
Lennard-Jones potential defined by Eq. 5. 

4015 

FIG. 2 . - - a ) Three-dimensional graph of phase shifts obtained from the 
Sutherland potential (Eq. 4). b) The MAT's for the Sutherland potential shown 
using the (k, i ) coordinates on the base plane, 6 = 0, Figure 2a; redrawn from 
the data presented in Figure 4 of Ref. 1. 
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angular momentum quantum number I, i . e . , 

6(0, i) = TTN, (i) . (7) 
b 

Since N, in Eq. 7 is an integer, the constant-k profile at k= 0 is a step function 
b 

of i . A sharp rectangular edge marks the value of I for which a zero-energy 

bound state ex i s t s . The radial quantum number n (n= 1,2. . . , 8) i s larger than 

the number of nodes of the bound-state wavefunction by one. 

As k increases , the sharp rectangular edges are rounded. Unless they 

are completely rounded, one observes a "vertical cliff" in a constant-k profile. 

Such a vertical cliff appears along a smooth curve on the (k , i ) plane. This 

smooth curve originates from a bound-state trajectory obtained when E is 

negative; for E < 0, a Regge trajectory may be determined on a plane using 

| E | ^ for the abscissa and I for the ordinate. When this trajectory is extended 

to positive E, we obtain the above-mentioned curve along which a vertical cliff 

moves; hence, a vertical cliff marks the value of I at which a MAT is located. 

The rounding process starts to develop for large n with small values of k; 

e . g . , at k = 2 the vertical cliff for n = 6 is completely rounded and has disappeared. 

However, for smaller values of n the vertical cliff remains unrounded, even 

when k is larger; e . g . , at k = 7 the vertical cliff for n = l appears in a very 

clear-cut form. These general trends agree with the results obtained by 
2 

Catlow et a l . 

It is important to note that the i-coordinate of a vertical cliff moves 

relatively littie as k varies; i . e . , the trajectory on the (k, i ) plane along which 

a vertical cliff moves has a small slope relative to the k ax i s . As to the 

behavior of the wavefunction when E is posi t ive, we can point out that the 

rapid change of phase shift 6 indicated by a vertical cliff is caused by a 

resonance-tunneling through the centrifugal barrier. Accordingly, the part 

of the MAT accompanied by a vertical cliff in the constant-k profile will be 

called the resonance-tunneling-effect representat ive. The slope of the 

resonance-tunneling-effect representative is small relative to the k ax i s . 
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The TWKB Approximation of Phase Shifts 
g 

Krishna and Tani examined two constant-k profiles at k = 8 and k = 9 

and compared the quantal and the JWKB phase shifts . As shown in Figure 2 of 

Ref. 8, orbiting occurs when k=9 and i = 21 .55 . The height of the peak produced 

by the sum of the Interaction and centrifugal potentials becomes equal to the 

value of energy E = 8 1 . 0 . When the value of I i s in the domain 

21.55 <l< 27.96 , (8) 

the wavefunction osc i l la tes in two separate domains. Because condition 6 is 

satisfied everywhere in domain 8, there i s a peak of the effective potential 

outside the hard core . There are three c lass ica l turning points: The wave-

function osci l la tes outside the outermost turning point, as well as in the 

domain bounded by the other two turning points . 

When I i s equal to or larger than 27 .96 , the centrifugal potential b e 

comes so large that the inner region in which the wavefunction osci l la tes d i s 

appears . In this domain the quantal phase shift and the JWKB phase shift 

agree very well with each other. If I is less than 21 .55 , the energy E= 81.0 

is higher than the curve of effective potential everywhere outside the hard 

core; hence, the wavefunction osci l la tes everywhere outside the hard core, 

and the c lass ica l turning point is located at the outer surface of the hard 

core, p = l . 

A vertical cliff appears at i = 23.5 in the constant-k profile for k = 9. 

As remarked in the preceding sect ion, this is due to the resonance-tunneling 

through the potential barrier, and it occurs in domain 8 as it should. By 

using the data presented in Figure 2 of Ref. 8, we can show that the quantal 

phase shift may be smoothed by applying the procedure sketched in the intro

duction. The branch of the original quantal phase shift in the domain i < 23.5 

will be lowered by precisely TT to obtain a much smoother function of I. The 

smoothed quantal phase shift thus obtained agrees with the corresponding JWKB 

phase shift in domain 8 within an error limit of 15° or so . Even though a 

resonance-tunneling through the centrifugal barrier i s quantum-mechanical by 

Itself, the amplitude calculation based on the JV\^B (semicalssical) phase 
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shift may still be considered a useful approximation, a situation which is a 

consequence of having a strongly attractive potential , as Ford and Wheeler 

expected. (Compare Fig. 3 of Ref. 6 with Fig. 2 of Ref. 8.) 

The quantal phase shift for k = 9 becomes equal to Tr/2 at i = 2 5 . 4 , and 

one MAT must be located here. Its radial quantal number n must be equal to 

unity according to Eq. 3 . As shown by the constant-k profiles between k = 9 

and k= 15 in Figure 2, the n= 1 MAT in the k domain k ^9 is lying on a smooth 

curve on the (k, i ) plane. As shown in Figure 2 of Ref. 8, the JWKB phase 

shift for k=9 takes the value 11/2 at I slightly below 2 5 . 4 . The constant-k 

profiles in Figure 2 show that the part of the n= 1 MAT in the k domain 

9 2 k £ 15 is found in an area in which the quantal phase shift i s smoothly 

changing as a function of I for a fixed k and completely free of a vertical 

cliff. Because this part of the MAT is accompanied by the events in i ts 

close vicinity so that the JWKB phase shift becomes equal to Tr/2, we call it 

the semiclassical-effect representative. Note that the semiclassical-effect 

representative has a much larger slope than the resonance-tunnelling-effect 

representative does . 

The Avoided-Cross ing Pattem of the MAT 

The avolded-crossing pattem with i ts center located at k = 7.9 and i = 23 

is a typical example, and similar explanations apply to any other avolded-

crossing pattem of the MAT. 

In Figure 2 it is observed that the n = l MAT, which is accompanied by 

a vertical cliff, and hence is the resonance-tunneling-effect representative, 

follows a smooth curve in the k domain 0 s k 2 7. When this smooth curve on 

the (k,i) plane is extended beyond k = 7, we find a gap that occupies the k 

domain 7 < k < 9. After the gap, however, one sees again a similar smooth 

curve in the k domain 9 :£ k < 12. This second segment of what is apparently 

the same curve is followed by the n = 2 MAT, and is the resonance-tunnel ing-

effect representative accompanied by a vertical cliff. The curve discussed 

here has a fairly small slope relative to the k ax i s . 
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The n= 1 MAT in Figure 2 is the k domain 9 ^ k ^ 15 i s free from a 

vertical cliff and is the semiclassical-effect representat ive. When we extend 

the smooth curve on the (k,.?) p lane , followed by this portion of the n = l MAT, 

to smaller values of k, we find a gap around k = 8 . However, the same smooth 

curve is recovered in the k domain 6 ^ k ^ 7 and followed by the n= 2 MAT, 

which is a lso free of a vertical cliff and the semiclassical-effect representa

tive. The slope of this curve is remarkably large, relative to the k ax i s . At 

the center of the gap region we find the center of the avolded-crossing pa t tem. 

The avolded-crossing pattern is produced by the interplay of the n= 1 

and n = 2 MAT's. Below the avolded-crossing center, i . e . , k < 7 . 9 and I < 2 3 . 0 , 

the n= 1 MAT has larger values of the .2-coordinate than the n= 2 MAT. Since 

the n= 1 MAT is the resonance-tunneling-effect representative and i ts slope 

relative to the k axis is small , and since the n = 2 MAT is the semic lass ica l -

effect representative and i ts slope is large, the n= 2 MAT approaches the 

n= 1 MAT from below, tending to become confluent at the avolded-crossing 

center. Above the avolded-crossing center, i . e . , k > 7 . 9 and l> 23 .0 , the 

n= 1 MAT gains i t s slope by becoming the semiclassical-effect representative, 

while the n = 2 MAT loses i ts slope by becoming the resonance-tunneling-effect 

representative. 

Once we understand the bas ic mechanism by which an avolded-crossing 

is caused among the MAT's in the case of the Sutherland potential , we may tum 

to the more rea l is t ic Lennard-Jones (8,4) potential and understand how the 

avolded-crossing pat tems of the MAT's in Figure 1 are produced. The close 

vicinity of an avolded-crossing pat tem is influenced by two factors: (1) the 

JWKB phase shift is close to one of the values specified by Eq. 3 , and (11) a 

resonance-tunneling is bound to occur. 
g 

Krishna and Tani examined the constant-k profile for the Sutherland 

potential a t k = 8 , which is close to the k-coordinate of the avolded-crossing 

center at k = 7.9 and i = 2 3 . 0 . As the data presented in Figure 1 of Ref. 8 

show, the Ford-Wheeler argument fails in such an i -domain, although it may 

be justified if k i s changed to k = 9 . Thus, a deviation from the semiclass lca l 

theory occurs more extensively near an avolded-crossing pat tem of MAT's. 
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Concluding Remarks 

An avolded-crossing pattem of MAT's is produced by an interplay of 

two factors. The first factor is that up to a certain value of k near k= 0 a 

resonance-tunneling through the centrifugal barrier occurs . It is tied to the 

respective zero-energy bound states at k = 0; and the values of k and I at 

which it occurs are closely related to the corresponding Regge trajectory that 

may be determined when E is negative. The second factor is that, owing to 

the large strength of the attractive potential, the JWKB approximation is valid 

in a wide domain of the (k, i) plane. 

A large deviation from the JWKB approximation may occur in the close 

neighborhood of an avolded-crossing pattern. Let us briefly mention our study 

of the scattering cross sections without touching on i ts de ta i l s . The neighbor

hood of a particular energy that coincides with the center of one particular 

avolded-crossing pattern produced by the Sutherland potential has been scan

ned, and the features of the cross sections have been examined. The feature 

that appears in the total cross section is relatively insignificant. A resonance

like rapid change occurs in a particular partial wave as k sweeps past the 

value at the avolded-crossing center. However, because there are many other 

partial waves involved, there is a large background amplitude produced by 

other partial waves; consequently, the feature in the total cross section 

produced by a particular partial wave becomes a relatively small portion of an 

otherwise smooth function of E. On the other hand, in the differential cross 

section for backward scattering, the background becomes small because of 

the substantial cancellation of contributions from both even and odd i ' s . Thus, 

there is a remarkable feature in the differential cross sect ion. In these 

respects , an avolded-crossing pattern of the MAT's marks the position at 

which a remarkable quantum-mechanical effect may be expected in low-energy 

ion-atom scattering. 
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REMARKS ON THE FUTURE OF ATOMIC-COLLISION THEORY* 

Mitio Inokuti 

Important pi^oblems in inelast ic collisions of electrons with atoms, 
ions , and molecules, as well as in related topics , are pointed out. Possible 
lines of approach are suggested. 

Quantum-Defect Theory and Its Future 

In a Rydberg state of an atom or molecule, there is one electron moving 

in a large orbit around an ion core A that consis ts of nuclei and tightly bound 

electrons. That single electron spends most of the time far outside the core. 

The energy level E measured from the ground state of the whole system A may 

be written as E = I - R / ( n * ) , where I i s the ionization energy, R= 13.6 eV is 

the Rydberg unit of energy, and n* i s called the effective quantum number. If 

A is a point charge ( i . e . , if A is a hydrogenic atom), n* is the principal 

quantum number n itself. If A is a closed shell (such as in Na^), then one 

sets n*=n-M. and calls \x the quantum defect. The quantity \x depends on the 

orbital quantum number and is an index of the difference between the field of 

A and that of a point charge. So long as I - E « I, u, i s insensi t ive to E . 
+ n n 

If A has an internal stmcture, there are many ionization energies I (a = 1, 

2 , 3 . . . ) , each corresponding to a different quantum state of A . In Ar^, for 

example, there are two I ' s corresponding to J = j and J = | , even within the 
2 5 1 + 

lowest-energy configuration 3s 3p P. If A is a molecular ion, there are 
numerous I ' s specified by rotational and vibrational quantum numbers; then 

2 
one writes E^ = I ^ - R / ( n - \xj and obtains a set of |x , each corresponding to 
different I . The totality of ^l. may be considered as describing the interactions 

of an electron with the ion core A . 

The quantum defect a lso concems the continuum states of the system 

e - A , i . e . , the collision of an electron with A . The phase shift at zero 

collision energy is given as Tru+r), where [x i s the quantum defect at E — I 
— . n 
* 
A summary of seminars given on various occas ions . Similar material was 
published in Butsuri (Bull. Phys. Soc. Japan) £2 , 273 (1977) in Japanese. 
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and r\ i s the analytically known phase shift for a pure Coulomb field. 

A comprehensive treatment of the quantum defect and of related co l 

lision quantities i s known as the quantum-defect theory (QDT), developed by 

Seaton, Fano, Lu, and others (see, for example, Ref. 1). Recent years have 

seen remarkable progress in the QDT applications to atomic and molecular 

spectra, especial ly in the multichannel c a s e , in which A has an intemal 

s tmcture . 

There are now at leas t two principal directions to which QDT must be 

extended. First , one should develop treatments of Rydberg s ta tes under the 

influence of extemal agents such a s , for ins tance , an electric or magnetic 

field. Another, more complicated, example is the interaction of a Rydberg 
2 state with another atom or molecule. This problem was first treated by Fermi 

in the Interpretation of pressure shifts of spectral l ines due to Rydberg s t a t e s , 

and has recently been extensively studied by many workers in both theory and 

experiment. A more advanced problem along these l ines concems the so-cal led 

excess electrons in nonmetallic solids or l iquids—a matter of intense interest 

in radiation chemistry and other contexts . Examples are electrons in liquid 

hydrocarbons and polarons in so l ids . The state of an excess electron may be 

viewed as an extremely perturbed Rydberg s t a t e . An analysis of this problem 

from the QDT standpoint may be highly profitable. In this respect , it is 

heuristic to recall that the QDT had a successful application to the band 
3 

theory of c rys ta l s . 

Second, one should address the problem of two (or more) Rydberg 

e lect rons . It i s tme that photoabsorption by A seldom results in two excited 

or ionized e lec t rons , but e-A coll isions at sufficiently high energies frequentiy 

lead to ionization, i . e . , a final s ta te consisting of A and two electrons with 

modest kinetic energies . Even when the outcome is not that drast ic , one often 

sees an electronic excitation, i . e . , a final s ta te A* + e . In this ins tance , the 

scattered electron and the excited electron must have experienced a period of 

time in which they shared comparable energies within the field of A . (This 

period is unusually long when a resonance is involved.) Such an intermediate 

s ta te of the ine las t ic collision may be viewed as a two-electron Rydberg s t a t e . 
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Consequently, it is important to develop a treatment of the motion of two 

electrons in a Coulomb-like field of A , in order to establ ish a comprehensive 

theory of inelast ic col l is ions. (An exception occurs when the incident electron 

is far more energetic than the atomic electrons; then, one may use the familiar 

Bom approximation or distorted-wave approximations.) 

Unfortunately, the two-electron problem remains poorly understood. 

Some of the elements of long-range correlations of an eventual theory have 
4 5—7 

been established by the Wannier work and i ts pursuant developments, 
8 9 

including corroborating experiments. ' But there must be other cmclal points 
10 11 

to be uncovered in the future. Fano and I ' have recently s t ressed the 

importance of this general problem and have indeed discussed in some detail 

what one might attempt to achieve i ts solution. 

One method of approach is to use the hyperspherical coordinates. One 

combines the usual Cartesian coordinates r and r of the two electrons to 
2 2 - _i -1 

form a set of new variables: R= (r +r )^ , a = tan •"• (r / r ) and 9 =cos 
J- Ll LA L L Cl 

[(r • r 2 ) / r . r ] , and three other angles specifying the orientation of the 

whole system. The Schrodinger equation for the two electrons, expressed in 

these ordinates, is approximately separable into R on one hand and a and 6 
12 

on the other. The dependence on R describes the size of the entire system. 

The range of R obviously extends from zero to infinity, and therefore, the R-part 

of the Schrodinger equation leads to an eigenvalue spectmm containing 

continuum, as well as discrete s t a t e s . In contrast, the a - and G -parts 

of the equation describe correlation of the two electrons and lead to discrete 

spectra only, because both a and 6 are angular variables whose interval is 

necessari ly finite. 
12 

According to Fano and others, it is possible to treat the R-motion 

almost adiabatically, i . e . , in almost the same way nuclear coordinates are 

treated in the Bom-Oppenheimer theory of molecular structure and in the 

standard theory of interatomic collisions at low energies . It is fascinating 

to see here a formal similarity in theory between two entirely different c l a s ses 

of phenomena, i . e . , electron-atom collisions and interatomic col l i s ions . 
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R-Matrix Theory 

If one pursues the idea of the QDT further, one arrives at the R-matrlx 
11 

theory in a broad s e n s e . In the QDT, one dist inguishes the two si tuat ions, 

i . e . , one in which an electron is far away from the ion core and the other in 

which the electron is moving within A . Only in the former situation is the 

close-coupling treatment sui table . In the lat ter situation, it is appropriate to 

treat the electron on a par with (valence) core electrons because all of these 

electrons have comparable energies and move in the same spatial extent. The 

R-matrix theory provides a framework by which one connects the treatment of 

the two s i tua t ions . This idea was first advocated by Wigner and others in 

nuclear-reaction theory, but i t s application to atomic physics started only 
13,14 

recentiy. ' Full implementation of the R-matrix theory in atomic and 

molecular coll isions presents many challenging problems to be attacked in the 

future. 

Scattering by Nonspherical Potential Fields 

Despite i ts wide range of possible applications (including all chemical 

react ions , for example), the theory in this area has hardly been explored, even 

in i ts very b a s i c s . For ins tance , standard textbooks tell much about general 

properties of the S-matrix, the behavior of the phase shift at low energies (as 

treated by the effective-range theory), Levinson's theorem (concemlng the 

relation between the zero-energy phase shift and the number of bound s ta tes ) , 

and dispersion re la t ions , but most of the discussion concems spherical 

potentials exclusively. Indeed, a generalized version of Levinson's theorem 
15 

for nonspherical potentials has been formulated only very recently by Newton. 

To recognize the difficulty of the problem with a nonspherical potential 

(which does not allow a separation of variables) , one needs to recall the fol

lowing point. In a three-body problem (of spinless par t ic les) , which remains 

a challenge in either c lass ica l or quantum mechanics, among the nine variables 

there are three variables describing the center-of-mass motion, and three 

variables describing the rotation of the system as a whole. The three remaining 

var iables describe the intemal motion. In the space of these three var iables , 
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one has , in general, a nonspherical inseparable potential . Thus, the essence 

of the three-body problem is equivalent to that of a three-dimensional non

spherical-potential problem. In other words, the nonspherical-potential problem 

is a kind of many-body problem. 

From this bas ic point of view, any serious approach to nonspherical-

potential problems is to be encouraged. An application of the multiple-scattering 
1 fi 

method to electronic continua of molecules by Dill and Dehmer is noteworthy 

because of i ts adaptability to any geometry. 

An overview of electron-atom inelast ic collisions 

It is instructive to consider the applicability of various theories in 

different circumstances. Obviously, one of the decisive variables dlstinguigh-
2 

ing different circumstances is the electron incident energy (tik) /2m, where 

k is the wave number. The next variable is the incident orbital angular 

momentum i t i . If i » 1, the electron wave will glance at the atom at large 

d is tances . (In the c lass ical picture, the impact parameter b is related to I 

by i = kb). 

Let us then consider a classification of collisions in terms of k and I. 

(For further analys is , one needs classification in terms of the f inal-state 

orbital angular momentum, too. But we shall omit this in the present discussion.) 

For the construction of a Cartesian plane, we label the horizontal axis with 
2 -18 7 

(ka ) , where a =0.529 x 10 cm is the Bohr radius . The variable (ka ) 

is the Incident kinetic energy measured in Rydberg uni ts . We label the vertical 

axis with I {I +1), which is an index of the strength of the centrifugal potential 
2 

I (1 = l)(aQ/r) R, r being the electron radial position. Each point on the 

Cartesian plane represents a specific collision situation for which certain 

kinds of treatment are sui table. Thus we can make a map showing the sui t 

ability of various treatments. 

Figure 1 is an example of the map, tentatively drawn for discrete- level 

excitations of helium: e + He —e + He* for defini teness. Each domain is given 

a nickname that sounds like a country name and reminds one of a kind of 

treatment. I have consulted various theoretical and experimental data in draw

ing the boundaries, but the precise position of the boundaries is uncertain and 
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i s subject to debates as in intemational poli t ics; the map will certainly have 

to be improved in the future. 

ICXXX) 

1000 

10 100 1000 10000 

FIG. l . - - M a p showing the suitabili ty of different treatments of the process 
e + H e - * e + He*. The horizontal axis represents (kag)^, and the vertical axis 
I (i +1) , both on logarithmic s c a l e s . 

In Relativist ica, there are strong relat ivist ic and radiative effects. 

Bomla i s the domain of the first Bom approximation, limited by low values 

of both k and I. Going to lower k va lues , one reaches Higher Bomla, the 

domain of the higher-order Bom approximations, which seems to be rather 

narrow. Going to lower I values from Bomla, one enters Distorwavla, i . e . , 

the region of distorted-wave approximations, including elkonal and related 

approximations. For sufficiently high I and lower k, as indicated as 

Closecoupland, the close-coupling method is suitable. For low k and I, 

elements of the R-matrix theory are necessary , and this i s shown as R-Matrixla. 

At incident energies close to inelas t ic thresholds, the long-range correlations 

between the scattered electron and the excited atomic electron are Important, 

and call for a more advanced treatment than we possess at present . After the 

pioneer of the analysis of the long-range Coulomb correlations, we call the 

pertinent domain Wannierland. Finally, the region above the dashed curve 

to the left of Bomla makes small contributions to the total cross sect ion, as 

can be understood from general kinematic considerat ions. 

It is clear that the drawing of similar maps for different coll isions 

(including atom-atom coll isions and nucleon-nucleus col l is ions , for example) 
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will be useful. One merit of such a map-drawing is that it obliges us to consider 

all possible collision circumstances together and to relate different treatments 

to one another. The idea of the mapping was conceived at a Workshop on 
17 

Momentum Wavefunction Determinations, Bloomington, Indiana, 1976. I 

thank the organizers for that opportunity and Dr. E. F. Redish for stimulating 

d iscuss ions . 
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DEGRADATION OF SUBEXCITATION ELECTRONS IN MOLECULAR HYDROGEN 

D. A. Douthat 

The yields pf vibrational and rotational excitations and negative ions 
in molecular hydrogen are computed in. a CSDA from the subexcitation spectrum 
and cross sect ions in the subexcitation range based on data from swarm and 
beam experiments. 

1 
A previous report dealt with the degradation of keV electrons in H 

over the energy region in which electronic energy losses predominate. The 

calculation has been extended to include further degradation of electrons 

through the energy region below E^ , the lowest electronic excitation energy. 

Energy is lost in this region in e las t ic col l i s ions , as well as in rotational, 

vibrational, and simultaneous vibrational-rotational exci tat ions. Although the 

scattering data to analyze the degradation below E are incomplete, a set of 

data based on the Gerjuoy-Stein scaling of the available experimental resul ts 

permits construction of a complete se t of inelast ic cross sec t ions . 

The Subexcitation Spectmm 

If electronic excitation and ionization are the only energy-loss modes, 
2 3 4 

the init ial energy distribution of subexcitation electrons is given by 

X 
N(T) = y, y(T+E )k(T + E ,E ) + ry(T + E) k(T + E,E) dE 

'-' n m n y 
n I 

^0 
+ / y (T ' )k(T ' ,T + I )dT '+S(T) ; T < E^ . (1) 

2T+1 

This i s the usual Spencer-Fano equation in which y(T) is the degradation 

spectrum, k(T,E) dE the probability per unit path length that an electron of 

energy T loses energy E, and S(T) is the source strength. When moderation 

by other energy-loss modes (vibration, rotation, elastic) is considered, the 

*Kennedy-King College, Chicago, Illinois 60621. Consultant, RER Division, 
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spectmm for T < E is given in a continuous slowing-down approximation 

(CSDA) by 

^0 

y(TQ,T) = / N(T')dT'/s(T) , (2) 

where s(T) is the stopping power. Since the energy losses for T< E^ are small, 

the CSDA is expected to be accurate in this region. 

Given the spectmm y(T), the absolute yield N (T ) of primary exci ta-
o U 

tions of state s following the complete degradation of an electron of initial 

energy T and of all ejected electrons is given by 

^0 
N(T^) = N f y(T-,T)Q (T)dT . (3) 

s 0 -^ 0 s 
s 

The cross section for excitation of the state is Q (T), and E is the threshold 
s s 

energy. 

Vibrational, Rotational, and Elastic Energy Losses 

The stopping cross sections for these modes are displayed in Figure 1. 
1 dT For elast ic coll is ions, the stopping cross section — (— -;—), where N is the N dx 

molecular number density, is given by 

"elastic ™ ' e^/MiTOj^m . 

where Qp.(T) is the diffusion cross sect ion. The values of Crompton et a l . 
7 for Qp (̂T) were used for T^ 2 eV, and the data of Englehardt and Phelps were 

used for T>2 eV. 

At 23°C, only the v= 0 vibrational level is significantly populated. 
g 

The experimental data of Llnder and Schmidt were used for the vibrational 

cross section and for the simultaneous vibration-rotation excitation (v=0—1; 

J= l -*3 ) . 
The population of rotational s ta tes i s given by 
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Q3 as Q8 .1 
~ i — r - n — i — r 

T(eV) 
3 .5 .8 1.0 3 4 5 6 8 1012 15 EO 

1 1—I I I I I I I—! 1— 
FIG. 1.—Stopping cross 
sect ions for rotational, 
vibrational, and e las t ic 
energy l o s s e s , and the 
total at 23°C for H2. 
a , 2 x e las t ic ; O, 
j = l—3; X, v=0—1; 
A, v=0—1; j = l—3; 
*, I total at 23°C. 

nO) oc (2l^ + l)(2j + l)exp ["^j^j'""^^ ] . 

where T is the temperature and B=7.54 meV. The symbol I stands for the 

total spin of nucle i , i . e . , the two protons in H ; one sets I. = 0 for even j , 

and 1 = 1 for odd j . At 23°C, the population by percent of the j =0 through 

j = 4 s ta tes i s 13 .4 , 66 .7 , 11 .4 , 8 . 1 , and < 0 . 3 3 . For the 

j = 0-*2 transit ion, the electron-impact data of Crompton, Gibson, and 

Mcintosh were used from threshold (0.0439 eV) to 0.50 eV. The data of 
g 

Under and Schmidt for the j = 1—3 excitation were selected for the energy 
9 10 

range 0.3 to 10 eV. Following Llnder and Schmidt, the Gerjuoy-Stein ' 

scaling relation was used to provide a complete se t of rotational and simul

taneous vibrational-rotational excitation cross sections from threshold to 

10 eV for the init ial s ta tes j = 0 through 4. This procedure works well in t e s t s 

using both theoretical and experimental data . 

H~ Production 

The dissocia t ive electron attachment cross section for the formation of 
11 12 

H~ from H„ was measured by Schulz, Schulz and Asundi, and by Rapp, 
13 

Sharp, and Briglia. Since the process i s only competitive below E , the 

data of Schulz and Asundi are sufficient for this calculation, although the cross 
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section for this 3.75 eV peak is normalized to their larger result for the 14 eV 

peak. 

Results 

Table 1 gives the G values for production of vibrational, rotational, 

and simultaneous vibrational-rotational excitation following complete absorp

tion of a 10 keV electron as computed from Eqs. 2 and 3 . The G value is 

defined by 

G(T„) = 
O' ( T Q / 1 0 0 ) ' 

_ -3 4 

The primary yield of H is 3.6 x 10 , which gives a value of 8.2 x 10 for 

the ratio of the primary or initial yield of positive ions to that of H". The 

amount of energy dissipated in elast ic collisions is 123 eV, which follows 

from conservation of energy, knowledge of the mean subexcitation electron 

energy (3.46 eV), and the mean energy per ion pair (34.0 eV). 

Table 1. Vibrational and Rotational Yields TQ = 1 0 keV at 23°C 

Transition 

v = 0 — 1 

AV=0; j = 0 —2 
1—3 
2 — 4 
3 — 5 
4 — 6 

v = 0 — 1 ; j = 0 — 
1 — 
2 — 
3 -
4 — 

2 
3 

•4 
• 5 

6 

E , eV s 

0.516 

0.0439 
0.0727 
0.1008 
0.1280 
0.1539 

0.557 
0.589 
0.609 
0.633 
0.654 

N s 

720 

1250 
3530 

470 
320 

12 

38 
112 

17 
11 

0.4 

E N , 
s s 

372 

55 
257 

47 
41 
19 

21 
66 
10 

7 
0. 

eV 

3 

G = N XlOO/T_ 
s 0 

7.2 

12.5 
35.3 

4.7 
3.2 
0.1 

0.38 
1.12 
0.17 
0.11 
0.004 
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ELECTRON TERMINAL TIMES IN HELIUM AND HYDROGEN 
* 

D. A. Douthat 

The times required for moderation in gaseous helium and hydrogen of 
keV electrons to terminal energies in the range 0.1 to 1 eV are computed using 
the subexcitation electron energy distributions and data for the stopping cross 
sections in the subexcitation region. These computed terminal times are 
compared with results extracted from the experimental rate constant data of 
Warman and Sauer. 

The process of electron moderation in irradiated systems is of interest 

for several reasons . These Include establishment of the duration of the physical 

stage during which the kinetic energy of the incident particles and that of 

ejected electrons is degraded. The energy degradation occurs mainly through 

inelastic collisions with molecules with the concomitant production of ions 

and excited electronic s tates in atomic media, as well as excited intemal 
1 2 

states (vibration, rotation) in molecular media. Platzman ' defined the 
3 

temporal stages of an irradiated system and observed that while moderation of 

electrons with kinetic energy T in excess of the threshold for electronic excita

tion E occurs very rapidly, moderation of electrons with T < E occurs much 

more slowly. Eventually, of course, the remaining free electrons are thermal-

ized and their final energy distribution will be Maxwellian. Following the 

establishment of thermal equilibrium, the system enters the chemical s tage . 
4 5 

Warman and Sauer ' recently investigated electron moderation by 

observing the electron concentration in a microwave cavity following irradia

tion of a gas containing a small amount of CCl . with a pulse of 600 keV x rays . 

(A full description is contained in Ref. 5.) 

Of special interest to us i s the fact that Warman and Sauer were able 

to exact electron thermalization times by analyzing the rate constant data for 

electron attachment to CCl . In the course of theoretical studies of electron 

degradation in g a s e s , we have computed the energy spectmm of free electrons 

Consultant, RER Division. Permanent address: Kennedy-King College, 
Chicago, I l l inois. 
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6 7 

in Irradiated helium and hydrogen. These energy distr ibutions, together with 

the known momentum transfer cross section and, for molecules, the cross 

sections for vibrational and rotational excitat ion, permit a direct calculation 

of mean electron terminal t imes . In this report we sketch the calculation and 

compare our results with those of Warman and Sauer. 

Since the moderation of a primary electron from the initial energy of 

about 600 keV to E. proceeds rapidly and since most of the secondary electrons 

are ejected with low kinetic energies , we can focus our attention on the mod

eration in the region T < E , i . e . , in the subexcitation region. In atomic g a s e s , 

further energy lo s ses occur through e las t ic col l is ions , while vibrational and 

rotational excitation also contribute energy losses in molecular media. The 
g 

average rate of energy loss in excitation from the initial state j is given by 
^P r.J 3k T^ . . d l n q (E) , dE . ,_. ... mv ĝ  / 1 , 1 m . , . 

^ ^ ^ j ^ ^ ^ ' ^ m ^ ^ ^ f ^ T " - 2 ^ ^ 3 d l n v ^̂  ' ^̂ ^ 

where 

m 

The temperature of the gas is T , m is the electron mass , M is the molecular 

mass , N is the molecular number density, v i s the speed, Q (E) is the 

momentum transfer cross sect ion, and Q., (E) i s the cross section for excitation 

to s ta te k. Summing ( -dE/d t ) . a . (T ) over j , where a.(T ) i s the relative 
J J y J y 

population of s ta te j at temperature T , gives the total rate of energy loss 

( -dE /d t ) . 

Hence, the mean time required for moderation of an electron from an 

initial energy T^ to a terminal energy T is given in the continuous slowing-

down approximation by 

T 

t(T)= 7 ° d E ( f )-l . (2) 
T 

g 
Braglla, de 'Munari , and Mambriani calculated values of t(T) for low energy 

electrons in rare g a s e s . These resu l t s , however, are not directiy applicable 
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to Irradiated gases since electrons are produced in the subexcitation range with 

a characteristic subexcitation energy distribution. This distribution, N(T)dT, 
3 

was first studied by Platzman, who defined it and obtained a semlempirical 
fi 1 n 7 

curve for helium. In work on helium, ' and hydrogen, we obtained numer

ical solutions of the Spencer-Fano equation for the electron-energy distribution. 

We found that Platzman's result for the helium spectrum is accurate to within 

about 10% in the subexcitation range and that the shape of the subexcitation 

spectrum is insensitive to the source electron energy. 

We assume that the prevailing energy distribution immediately following 

irradiation in the Warman-Sauer experiment is the (non-Maxwellian) distribu

tion where 

^0 
t(Ej) = / p(T)t(T)dT (3) 

^f 

and E 

p(T) = N ( T ) / / N(E)dE . 

^f 

The analysis of Warman and Sauer assumed the energy distribution in the 

microwave experiment to be the same as that in equilibrium swarm studies and 

an effective initial electron energy of about 1 eV. (Computed subexcitation 
3 11 fi 

spectra ' ' lead to a mean subexcitation energy of about 7 eV for helium 
7 

and about 3 . 5 eV for molecular hydrogen. ) 

Computed values of t(Ej for the terminal energy range 0.1 to 1 eV are 

shown in Table 1, together with values of t (Ej given by extension of the 

Warman-Sauer analysis of their rate constant data to this energy range. Since 

the Warman-Sauer data analysis emphasized the determination of the time 
3 

required for moderation to a final energy E, = 1.1 x - k T (the "thermalization 

time"), it is not surprising that the difference between theory and experiment 

becomes less satisfactory with increasing terminal energy. Extraction of 
12 terminal times from the more recent experiments of Warman and de Haas 

might provide a more reliable comparison around 1 eV, but this analysis has 
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not yet been performed. 

The values of q (T) chosen for helium are those of Crompton, Elford, 
13 "1 14 

and Robertson as recommended by Itikawa, and are accurate to ±2% over 

most of the range. The values of q (T) above 6 eV are those recommended by 
15 "̂  

Braglla et a l . , reduced by a constant factor to produce a smooth junction at 

6 eV. Assembly of the cross sections for H^ has been discussed in the preced

ing article in this report. Details of the calculations for He and H will be 

reported in a future publication. 
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Table 1. Average Unit-Pressure Terminal Times P t . (s • torr) in Helium 
and Molecular Hydrogen. (23°C) 

Ej(eV) 

0 .1 

0.2 

0 .4 

0 .6 

0 .8 

1.0 

Eq. 

19 X 

11 

6.6 

4.9 

3.9 

3.3 

Helium 

3 

io-« 

Experiment 
(Ref. 5) 

12 X 10~^ 

7.7 

4 .1 

2.2 

0.8 

Eq. 

1.1 X 

4.0 

1.8 

1.3 

0.57 

0.36 

Hydroger 

3 

10-^ 

1 

Experiment 
(Ref. 5) 

6.9 X 10~^ 

4 .5 

2.4 

1.8 

0.48 
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GAUSSIAN RANGES AND ENERGY STRAGGLING IN GASES* 

t t 
Daryl A. Douthat and William J. Meath 

Energy and range fluctuations are obtained for Gaussian (long path 
length) distributions in several gases for incident protons and alpha part icles 
over a substant ia l range of energy loss and incident energy. The calculations 
are based on Fano's equation for the mean square energy loss per unit path 
length and util ize accurate straggling and stopping-power parameters principally 
determined by Ze iss , Meath, MacDonald, and Dawson from dipole osci l la tor-
strength dis tr ibut ions. The results are compared with experimental data on 
energy straggling of 2 to 4 MeV alpha part icles in helium, and further experi
ments are suggested. 

Introduction 
1 c 

studies of the penetration of heavy charged particles in matter 

have dealt chiefly with mean values of the range and energy l o s s . Recently 

the s ta t i s t i ca l fluctuations in range and energy loss have become subjects of 
7—10 

considerable in teres t . These fluctuations possess intrinsic as well as 
practical importance in several research a reas , including charged-particle 

11 12 
microscopy, particle identification and energy measurement, and in ion 

13 
backscattering analysis of materials . Despite considerable effort, d l s -

7 
crepancles among several experiments remain, and the ranges of validity of 

the several high energy theories are not yet completely determined. Experi-
14 

ments using metal foils as absorbers are plagued with the difficulty of 

producing uniform foils since observed straggling can arise in part from the 
1 

effects of foil non uniformity. On the other hand, experiments with foil 

absorbers can be restricted to the case in which the accumulated energy loss 

Part of this work was performed at the University of Westem Ontario, London, 
Ontario. 

Consultant , RER Division; present address: Kennedy-King College, Chicago, 
Il l inois 60621 
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211 



is a sufficiently small fraction of the incident energy so that the stopping 

power varies negligibly over the path length and comparison with theory is 

somewhat simpler. 

Experiments on straggling in gases circumvent the problem of nonuni-
14 formity but are often performed for very thin absorbers where the straggling 

is not Gaussian and the theory is more complex. We have calculated straggling 

widths for range and energy in ten gases for mean energy loss large enough so 

that the straggling distribution is Gaussian. There exists for this case a well-
1 

defined, although largely untested, theory due to Fano. Implementation of 

the theory requires values of the stopping power parameter I^ and the straggling 

parameters L and S(l) . These parameters are reliably obtained from the dipole 

oscillator strength distribution (DOSD) of the medium. Since the absorbers are 

"thick, " i . e . , the mean energy loss constitutes an appreciable fraction of 

the incident energy, integration over the path length is necessary . Vl/hile this 

integration cannot be performed analytically, it is a straightforward numerical 

task . In view of the simplicity of implementing straggling theory for this 

thick-absorber case , we recommend that the high-energy theories be tested 

by further experiments with thick gaseous absorbers. Once the range of valid

ity is firmly established for ga se s , high-energy straggling theory for foils can 

also be tes ted. 

Theory 

Heavy charged particles traversing matter lose energy primarily through 

electronic excitations and ionizations of the target medium. The cross sections 

for occurrence of the individual events depend on the charge and speed of the 

projectile. At sufficiently high energies, ^ 1 0 0 keV for protons, charge exchange 

can be neglected, and the theory then simplifies considerably. Under the 

conditions of high incident energy and small total energy l o s s , the mean square 
c 

energy fluctuation was given by Bohr 

( E 2 ) - (E)2 = ( ^ 2 ) = 4Trz2ze^NAR , (1) 

where z is the charge of the projectile, Z that of the target atoms, N the target 

212 



number densi ty , and AR the target th ickness . This theory is based on four 

conditions: (1) projectile speeds much greater than orbital electron speeds for 

the target s p e c i e s , (2) total mean energy loss much l e s s than the initial pro

ject i le energy, (3) random distribution of target atoms, (4) AR large enough 

that the straggling distribution is nearly Gauss ian . If the mean energy loss i s 

large enough that the stopping power cannot be considered constant, then 

integration over the total path length must be performed. Bohr's formulation for 
the case in which integration over the path length traversed is required glves^ 

S „ •̂ O N S E 2a 
< A E 2 ) = N / 2 E 2a ds = / " " ; . " dE , (2) 

j^ n n n -J (-dE/ds) 

where E is the excitation energy of s tate n with cross section cr (E), and N 
n n 

is the number densi ty . We use the notation of Fano and follow closely his 
1 

compact review of heavy-part icle straggling. Bohr provided a criterion for 

the occurrence of Gaussian straggling, namely, that the maximum energy 

l o s s , Q , of the heavy particle in a single c 
max 

the accumulated mean energy loss (AE), i . e . , 

l o s s , Q , of the heavy particle in a single collision be much smaller than 
max 

m AE » Q s 4 — E- , 
max M 0 

where m is the electron mass , M the heavy particle mass , and E the incident 

heavy-part ic le energy. When this condition is satisfied, the energy distribu

tion i s given by 

.2 1 
2 i 

f(E, (E>) = (2Tr(AE ))^ exp ( E - ^ E ) ) 

2 ( A E 2 ) 

(3) 

where the path length s and the mean energy are related in the continuous 

slowing-down approximation by 

= = / ; j:^r 

The quantity (-dE/ds) i s the stopping power given in the Bethe approximation 

by 
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„ 2 4 
/ ° 1 \ _ 4TTZ e 

ds mv2 NZ \A^) -i"^i-p'^ -p' ' (5) 

when shell corrections and the density effect are neglected. The path length 

distribution is given by 

f(s, (s>) = (2TT(AS ) )^exp 
( s - ( s ) ) ^ 

2(As2> 
(6) 

where 

<^s ) = / 
(E) 

N I a 
n n 

(-dE/ds) 3 dE (7) 

The central quantity in these relations is the mean square energy loss per unit 

path length, which is given by Fano as 

N2 E 2a (E) = 4Trz2e^NZ 
n n n h - P V 2 

-132 mv' In 
2mv2 ) 

^1 ) 
(8) 

Livingston and Bethe in an earlier semlempirical theory wrote Eq. 8 

in terms of ionization potentials and effective nuclear charges for the various 

electronic she l l s . This can now be improved upon since the quantities I^, 

S , I . , and S(l) represent moments of the dipole oscillator strength distribution 

and sufficient information exists from a variety of experiments to establ ish the 

DOSD and its moments accurately for several g a s e s . While the establishment 

of the DOSD and its moments for a given species sti l l requires a substantial 
2 2 

effort, computation of (AE ) and (As ) requires li t t le effort. It i s thus a 
simple matter, given the parameters for the stopping power and straggling, to 

2 2 
evaluate (AE ) and (As ) . Comparison with experiments using thick gas 
targets becomes a straightforward matter. 

Results 
2 2 

We have computed (As ) and (AE ) for the gases He, Ne, Ar, H_, 
15 

N^, O^, NH„, H O , NO, and N O . The data of Saxon are used for Ne, 
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16 17 
those of Miller for He, of Eggarter for Ar, and those of Zeiss , Meath, 

2 
MacDonald, and Dawson for the other g a s e s . Extensive tabulations of the 

resul ts are planned for publication. Apparentiy, comparison with experiment 

is now poss ible only for the case of helium. In general , experimental straggling 
7 

data are discordant and often done over an energy range in which existing 

high-energy theories are not expected to be rel iable . Table 1 displays the 

full-width-half-maximum for energy straggling of alpha particles in helium 

over the incident energy range 1.624 to 3.493 MeV. While the present results 

are 15 to 30% larger than those from the Bohr theory, the experimental results 
3 

of Ramirez et a l . , which are stated as being accurate within ±5%, are sti l l 

a factor of two larger. Ramirez et a l . attributed the discrepancies between 

earlier theoretical resul ts and their data to charge exchange. This is puzzling 

since the incident energy range is high enough so that charge exchange should 

be a small effect. It would be useful to extend the experiments for the heavier 

noble gases to higher Incident energies in order to resolve these discrepancies . 
2 

Inspection of the second term in braces of Eq. 8 shows that 2mv / l . > 1 is a 

necessary condition. 

Table 1. Energy Straggling of Alpha Particles in Helium 

Initial energy. 
MeV 

1.624 

1.853 

2.098 

2.328 

2.578 

2.814 

3.042 

3.270 

3.493 

Final energy, 
MeV 

1.324 

1.603 

1.850 

2.101 

2.376 

2.615 

2.869 

3.076 

3.321 

FWHM, MeV 

Bohr 

0.0150 

0 .0145 

0 .0151 

0 .0150 

0 .0147 

0 .0151 

0 .0145 

0 .0158 

0 .0153 

Fano 

0.0194 

0.0183 

0.0188 

0.0185 

0.0179 

0.0182 

0.0174 

0.0187 

0.0180 

Exp. 
(Ref. 3) 

0.0416 

0.0446 

0.0397 

0.0417 

0.0370 

0.0407 

0.0374 

0.0370 

0.0362 
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REVIEW OF CURRENT KNOWLEDGE OF IONIZATION YIELDS, STOPPING POV\^R, 
AND RELATED QUANTITIES OF RADIOLOGICAL PHYSICS 

Mitio Inokuti 

Work since 1973 for the International Commission on Radiation Units 
and Measurements toward publication of two committee reports is outlined. A 
manuscript for a report on ionization yields has recently been completed. 
Work on stopping powers and related quantities i s in an initial s tage . 

In the beginning of 1973, the International Commission on Radiation 

Units and Measurements (ICRU) created a Committee on W — Average Energy 

Required to Produce an Ion Pair. A. Allisy (Bureau Intemational des Folds et 

Mesures) was named the ICRU Sponsor, and H. Blchsel (U. of Washington) 

the Chairman. W. Boring (U. of Virginia), A. E. S. Green (U. of Florida), 

W. Gross (Columbia U. , deceased in 1975), G. S. Hurst (Oak Ridge National 

Laboratory), M. Inokuti (Argonne National Laboratory), and D. W. Peirson 

(Atomic Energy Research Establishment, Harwell) were named members. 

The Committee met several times (including a meeting on 14-17 October 

1976 at Argonne), reviewed all the experimental and theoretical material in 

the l i terature, and produced, in early 1977, a manuscript with 162 typewritten 

pages of text and a bibliography. The text contains chapters on experimental 

methods, theory, gas mixtures, W values for g a s e s , and ionization in solids 

and l iquids . Experimental data for gases are thoroughly discussed, and some 

W values are recommended for use in dosimetry. I took up the task of writing 

a major part of the chapter on theory and participated in the editorial adjust

ment of the whole tex t . In August 1977, the ICRU approved, in principle, 

the manuscript for publication after minor revis ions . 

In the beginning of 1976, the ICRU called for the formation of another 

Committee, i . e . . Committee on Stopping Powers, and designated M. J. Berger 

(National Bureau of Standards) as Chairman, and M. Inokuti (Argonne National 

Laboratory) as Vice-Chairman. H. H. Andersen (U. of Aarhus), H. Blchsel 

(U. of Washington), J. A. Dennis (National Radiological Protection Board, 

Harwell), D. Powers (Baylor U . ) , and J. E. Turner (Oak Ridge National 
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Laboratory) were appointed members. 

C The Committee has developed plans for a report which will Include 

data tabulation as well as chapters on theory, experiment, the dependence of 

stopping power on physical aggregation and chemical combination effects, and 

relations of stopping power to more detailed treatment of charged-particle 

transport in matter. Restricted stopping power, various ranges, straggling, 

and degradation spectra are among related quantities to be treated. The 

discussion will deal with diverse charged par t ic les , e . g . , electrons, muons, 

plons, protons, deuterons, alpha particles , and heavy ions . Target materials 

to be considered include familiar gases such as air, nitrogen, argon, methane, 

and carbon dioxide, liquids such as water, and solids such as soft t i s s u e s , 

bones, p las t i cs , inorganic scintillator crys ta ls , and selected metals . 
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PROGRESS AND PROSPECTS IN PHYSICS AS A PART OF RADIATION RESEARCH* 

Mitio Inokuti 

It is instmct ive to classify radiat ion-physics problems into two c l a s s e s . 

Class I problems concern the fate of the incident radiation in i ts penetration 

through matter. These problems are , in principle, easy to study, both experi

mentally and theoretical ly. To obtain the stopping power of a material for a 

part icle , for i n s t ance , one merely measures the kinetic energy of the particle 

twice, i . e . , before i ts entering a film of the material and after i ts emerging 

from i t . The famous Bethe stopping-power theory uses a theorem that says that 

a certain average of the energy transfer from the particle to the material is 

independent of the electronic structure and thus bypasses detailed knowledge 

of individual energy-transfer p rocesses . Indeed, much had been accomplished 

in the treatment of C l a s s I problems twenty-five years ago, when the Radiation 

Research Society was formed. 

Problems of Class II concem the fate of matter that has received energy 

from radia t ions . All questions about radiation effects belong to this c l a s s . Here 

one must study the s ta te of matter in as much detail as required for the purpose. 

This study is much harder and also richer than in Class I problems. The crea

tion of the Radiation Research Society marks the shift of attention from Class I 

problems to Class II problems. 

Major events , including discoveries and important meetings, are shown 

in Figure 1. In the center there is a time sca le . To i ts left, major meetings 

are named. To i ts right, major scientific achievements are indicated. 

Full discussion of the chronology would explain the significance of 

these achievements , all Initially in physics , and point out their impact on 

radiation research in general . The topics of discussion are diverse, and in 

the present summary only the following l is t of the topics may be included. 

JL 

Summary of an invited speech presented at the Symposium on Historical Views 
and Perspectives in Radiation Research, 25th Annual Meeting of the Radiation 
Research Society, San Juan, Puerto Rico, 8-12 May 1977. Publication of a 
full text of the speech is now being planned. 
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1. PENETRATION AND DIFFUSION OF RADIATIONS IN MATTER 

a . General Problems (Transport Theory and Monte-Carlo Simulations) 

b . Special Phenomena (Channeling and Blocking; Passage of Molecular Species Through Matter) 

c. Electron Degradation Spectra 

2 . PLATZMAN'S ANALYSIS OF THE PRIMARY ACTIVATION 

3 . MOLECULAR PHYSICS AS A SOURCE OF DATA 

a. Vacuum Ultraviolet Spectroscopy 

b . Photoelectron Spectroscopy 

c . Electron Collision Studies 

d. Secondary-Electron Spectra 

e . Mass Spectrometry 

f. Close Collisions between Atomic Part icles , or Intershell Penetration Phenomena 

g. Collective Excitation 

h. Radiationless Transitions and Other Decays of Excited Molecules 

4 . EXPERIMENTS ON THE KINETICS IN GASES UNDER IRRADIATION 

a. The Jesse Effect 

b . Hurst 's Analysis of Energy Pathways 

c . Laser Detection of Excited Species 

5. SPATIAL DISTRIBUTION OF THE ENERGY DELIVERY 

a. The Origin of Interest 

b . Microdosimetry; Stochastic Aspects of the Energy Delivery to Small Volumes 

c . Track-Structute Analysis 

6. NEW INSTRUMENTATION 

a. Pulse Radiolysis; Initial Work by Boag and Hart; Stroboscopic Method of Hunt 

b . ESR and NMR 

c. Various Uses of Lasers 

7 . NEW RADIATION SOURCES 

a. Electron Synchrotrons and Storage Rings, Useful for Molecular Spectroscopy and Structure 
Determination 

b . Field Emission and Microscopy by Charged Particles 

c . Fast Neutrons 

d. Heavy Ions 

e . Negative Plons 

8. EXTENDED GOALS 

a. Atmospheric Chemistry. Behavior of U, Pu, and Th Atoms and of Non-Nuclear Pollutants 

b . Design of New Lasers (Especially for Ultraviolet to X-ray Ranges) 

c . Properties of MHD Plasmas 

d. Contributions to Fusion Research 
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History a t tes t s to the important role of physics as a component of 

radiation research. This role i s twofold. First, work in physics has greatiy 

enriched radiation research by providing new Instrumentation, in a broad sense . 

Here, the instmmentatlon includes new radiation sources, such as electron 

synchrotrons or storage rings for generation of far ultraviolet and soft x-ray 

photons, and heavy-ion acce lera tors . Another kind of instmmentatlon includes 

various devices for measuring radiation f ields, and, more importantly, radia

tion effects . This c l a s s may be exemplified by ESR, now used extensively 

and routinely for the detection of free radica ls , pulse-radiolysis absorption 

spectroscopy, photoelectron spectroscopy, scanning-electron microscopy, 

tunable- laser spectroscopy, and resonance-ionization spectroscopy. Second, 

and perhaps more important, are the contributions of physics to the elucida

tion of elementary processes in the early stages of radiation action on matter. 

Many crucial concepts were generated in this area and have contributed greatly 

to the bas ic understanding of radiation-induced phenomena. Examples in this 

category are plentiful; we now recognize the importance of such concepts as 

collective exci tat ion, the subexcitation electrons, the super-excited s tates 

of molecules, and the degradation (or slowing down) spectra of particles 

under irradiation. 

The role of physics will continue to grow in these two a reas . It will 

a lso be extended to respond to needs of work in new areas closely related 

to the traditional radiation research but which are becoming more and more 

important because of the acute necess i ty of developing diverse energy tech

nologies . Physics will contribute greatly to the study of atmospheric pol 

lutants (both radioactive and nonradioactive), the development of new lasers 

to work at shorter and shorter wavelengths, the fusion-energy technology 

(both in ass i s t ing i ts development and in assess ing its environmental and 

health impact) , and the technology of efficient and safe coal buming 

(including magneto-hydrodynamlc-power generation), to name a few such 

a r e a s . 
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Oberlin Symp. 1950 

Radiat. Res. Soc. founded^ ) —f-
Faraday S o c . , Leeds'^ 
Highland Park Conf.'* ! : : 

I. ICRR, Burlington" 
Gatlinburg Conf.^ 

Puerto Rico Conf. 

II. ICRR, Harrogate^ 

Faraday S o c . , Notre Dame^ 

10 III. ICRR, Cortina 

I. Microdos. Symp. 11 

Radiat. Chem. Conf. ANL 12 

II . Gray Mem 
II. Microdos 
IV. ICRR, Evlan 

1. Conf. 13) 
. Symp. I'* ( 
. , „ 1 5 •' 

III. Microdos. Symp, 

Alrlie Conf. 
IV. Microdos. Symp 
Jesse Symp. ^^ 

16 

i s ) 

20 V. ICRR, Seatt le 

V. Microdos. Symp. 21 

1955 

1960 

1965 

1970 

1975 

J 

Je s se effect 

Ion-molecule react ions (Tal'rose and others) 

Bohm-Pines theory of plasma osc i l la t ions in metals 

Spencer-Fano theory of electron degradation 

Subexcitation electrons (Platzman) 
Vacuum uv spectroscopy 

ESR 

Modern experiments on electron scattering 
and transmission 

Col lect ive-exci ta t ion theories (Fano and others) 
Pulse radiolysis 
Spectroscopic uses of synchrotron radiation 
Superexcited s t a tes (Platzman)/channeling 
Photoelectron spectroscopy/Beam-foil spectroscopy 

Inner-shel l phenomena 

Electron scanning microscope (Crewe and others) 

Tunable- laser spectroscopy 

Low-energy secondary-electron spectra 

Imaging of single atoms (Crew and others) 
Molecular-ion transmission 
Heavy-ion beams 

Fast-neutron beams 

Resonance-ionizat ion spectroscopy (Hurst et a l . ) 

FIG. 1.—Chronology of Major Events of Interest to Radiation Physics, 
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